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Least-Squares Finite Element Methods (LSFEMs) for partial differential equations of hyperbolic type are studied in 2-D. The focus of our studies is on linear convection problems that exhibit discontinuities in the solution and nonlinear conservation laws that develop shocks.

The linear equations are rewritten as a minimization problem associated with an $L^2$ functional. The space of admissible boundary data is studied, a trace theorem and Poincaré inequality are developed, and well-posedness of the formulation is proved. Both conforming and nonconforming finite element spaces are considered. A discontinuous Least-Squares Finite Element Method (DLSFEM) is proposed. Convergence properties and solution quality for discontinuous solutions are investigated in detail for conforming and nonconforming finite elements of increasing polynomial degree. We present strategies for effectively solving the linear system in a multigrid setting.

Finally, an $H(div)$-conforming least-squares method is introduced that is able to handle nonlinear hyperbolic conservation laws. This formulation is related to a least-squares $H^{-1}$-minimization. Convergence of the numerical approximation to a weak solution of the conservation law is proved and the theory is supported by numerical tests.
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Chapter 1

Introduction

Linear hyperbolic PDEs allow for discontinuous solutions (so-called contact discontinu-
ities) when the boundary data is discontinuous. It is difficult to develop numerical methods
that are high-order accurate where the solution is smooth, yet sharply resolve discontinuities
without introducing spurious oscillations [5]. For wide classes of elliptic PDEs, optimal multi-
level iterative solution algorithms have been developed for the discrete linear algebraic systems
that require only $O(n)$ operations, where $n$ is the number of unknowns (see e.g. [79, 20] and
references therein). However, for hyperbolic and mixed elliptic-hyperbolic PDEs, such optimal
iterative solvers have been elusive, although some promising results have been reported [80].

The general philosophy behind the approach pursued in this dissertation is to combine
adaptive least-squares (LS) finite element discretizations on space-time domains with global
implicit solves using optimal iterative methods, in particular, algebraic multigrid (AMG). There
are important difficulties that have to be overcome. Optimal $O(n)$ solvers are still an active
research topic for general hyperbolic and mixed elliptic-hyperbolic PDEs. A strong motivation
for our choice of LS discretizations is that optimal solvers are more easily designed for the
symmetric positive-definite (SPD) matrices that result from LS discretizations. We remedy
the extra smearing at discontinuities that LS introduces, by adaptive refinement based on the
natural, sharp error estimator that the LS functional provides. The scope of this dissertation
encompasses the theoretical aspects of the LSFEM for continuous and discontinuous elements,
as well as a numerical study of AMG performance.
In Chapter 2, we begin with an overview of essential background material. We outline relevant aspects of hyperbolic conservation law theory and highlight important properties of the solution, which is necessary in understanding the underlying difficulty in developing appropriate discretizations. A summary of popular numerical methods in finite difference and finite element settings is presented. Advantages and shortcomings of these methods are discussed in order to properly motivate the methods we subsequently develop. We follow with an overview of least-squares finite element methods in Chapter 3. In particular, the least-squares finite element method for hyperbolic PDEs with smooth solutions is introduced. For hyperbolic problems with smooth solutions, finite element convergence is nearly optimal, as we show both theoretically and numerically. However, the convergence rates are significantly reduced when the solution is continuous, but not pointwise differentiable. Chapter 3 mainly discusses the results of existing least-squares finite element methods applied to continuous flows, while, in Chapter 4, we propose a formal study of least-squares finite element methods for hyperbolic PDEs with discontinuous solutions. We propose a provably convergent finite element method in both a conforming and nonconforming setting that holds for discontinuous flows. A thorough numerical study is presented and we discuss the convergence and solution quality for high-order finite elements.

The performance of a multilevel iterative solver is addressed in Chapter 5. We show that a standard geometric multigrid method is insufficient and motivate the use of an algebraic based scheme. Proper implementation of the AMG algorithm is discussed and some encouraging initial results are presented. With this information, we correct the least-squares functional and theoretically justify its minimization. The resulting discretization is shown to yield optimal/near-optimal multigrid performance for our test cases.

In Chapter 6, we address nonlinear hyperbolic conservation laws. We discuss weak solutions in a new context and reformulate the PDE to emphasize the smoothness of the flux vector. The reformulation introduces the flux vector, or the associated flux potential, explicitly as additional dependent variables. An $H(div)$-conforming least-squares finite element method is proposed and we use a Gauss-Newton nonlinear solution strategy in an adaptive grid contin-
ulation framework to study the problem numerically. Exact discrete conservation has previously been considered a strong requirement for nonlinear hyperbolic conservation laws. However, we show that our method converges to a weak solution without this property. A numerical study is presented and a theoretical footing is established that confirms these claims.

The contributions of this dissertation to the fields of hyperbolic conservation laws, finite element methods, and multigrid iterative methods are threefold and interrelated. First, a comprehensive study of least-squares methods for linear hyperbolic PDEs is conducted for solutions with discontinuities. Previously, this has not been considered in depth. We provide a theoretical foundation and numerical evidence to support the least-squares finite element approach for this problem. The LSFEM and DLSFEM that are outlined in this dissertation are closely related to previous formulations, but have been considered only in the context of smooth solutions. A comparative numerical investigation of conforming and nonconforming finite elements with varying polynomial degree is also presented and unique to this thesis. Second, a formal study of the Algebraic Multigrid (AMG) method for the least-squares finite element discretization of hyperbolic PDEs is initiated. Certainly, multigrid methods have been developed and scrutinized for PDEs of hyperbolic type. However, a careful study of the standard Ruge-Stuüiben implementation applied to the system resulting from a least-squares finite element discretization of linear hyperbolic PDEs has not surfaced. We present numerical evidence indicating the need for special treatment of the boundary conditions in order to achieve optimal convergence of the multilevel process. Moreover, we propose a novel strategy to amend the difficulties introduced by the least-squares discretization. This is accomplished by supplying additional terms to the PDE. With this, optimal/near-optimal AMG performance is achieved for our test cases. Third, a new least-squares finite element method is introduced for nonlinear hyperbolic conservation laws. The PDEs are reformulated and a least-squares method is proposed that conforms with the nature of the solution. We commence a study of this approach, developing the theoretical justification and validating the results numerically. The contributions noted above are mainly presented in Chapters 4, 5, and 6.
Chapter 2

Introduction to Hyperbolic Conservation Laws

In this chapter, we outline the derivation of hyperbolic conservation laws and highlight various analytical properties of these models. We follow with a summary of concepts and objectives in numerical solution methods for this class of problems. Our discussion in this chapter is important for understanding more general PDEs of hyperbolic type, which we study throughout the dissertation. Moreover, reviewing traditional computational approaches to conservation laws motivates the methods we develop.

We open with a general discussion of hyperbolic conservation laws and their applications in Section 2.1. The basic differential form of these equations is derived and discussed in Section 2.2. We note that this form allows for discontinuous solutions, which are the focus of this dissertation. In Section 2.3, we investigate nonlinear hyperbolic PDEs and give a brief overview of shocks, rarefactions, and discontinuous solutions. To understand the numerical solution of nonlinear hyperbolic equations, we first develop a firm foundation of the linear setting used throughout this dissertation. In Section 2.4, we briefly consider the numerical methods most widely used in solving large classes of hyperbolic conservation laws. Understanding the advantages and shortcomings of conventional numerical techniques is important for motivating the methods we develop.
2.1 Conservation laws

PDEs of hyperbolic type, often in the form of conservation laws, are an important class of equations that arise in many applications of continuum physics. The Euler equations of gas dynamics form a widely used system of hyperbolic conservation laws. These equations are used to model phenomena arising in such fields as astrophysics, aerodynamics, and other areas involving the fluid dynamics of gases. Isotropic and isothermal versions of the Euler equations are also typically studied in the area of hyperbolic conservation laws. Although the Euler equations appear basic even in their general form, numerical analysts often use simpler scalar equations to examine and isolate the behavior of a given method. We also assume this approach by focusing our study on the linear advection equation and the (nonlinear) Burger’s equation.

2.1.1 Conservation and Applications

Conservation laws are derived directly from physical principles. These laws allow us to model conservation of energy, mass, momentum, etc., and from here the applications are endless. The dependent or conserved variable we seek to describe in the model represents a density of a conserved quantity, such as mass. We describe the conservation of variables with a set of equations that balances the fluxes across a given volume element in the domain. More precisely, as we discuss in further detail in Section 2.2, suppose that $u(x, t)$ is an unknown density function of a conserved quantity and $F(u)$ is a known flux function. Given a 1-D test volume element, $[x_1, x_2]$, we know that a change in the conserved quantity (mass) can only occur by fluxes at the edges of the test element. We thus arrive at

$$\frac{d}{dt} \int_{[x_1, x_2]} u(x, t) \, dx = F(u(x_1, t)) - F(u(x_2, t)).$$

(2.1)

This relation describes conservation in integral form. The corresponding differential form

$$u_t + (F(u))_x = 0$$

(2.2)

is easily derived, keeping in mind that solutions are weak since (2.2) holds in a distribution sense. A notable feature of this equation is that it is a nonlinear time-dependent PDE. An important
goal in this thesis is the treatment of (2.2) in a space-time domain. We discuss the advantages and implications of such a treatment in Section 2.4.3 and Chapter 4. Equations of type (2.2) are the focus of this dissertation, especially those that admit weak solutions with discontinuities. For the case of nonlinear hyperbolic conservation laws, we study solutions involving shocks and rarefactions, for the linear model, we consider contact discontinuities.

The differential form, (2.2) of (2.1), arises in many applications:

**Linear advection or transport equation.** This is the standard model to describe transport of a substance along a flow. Here we present an example that may be nonconservative and allows a source (forcing) term:

\[
  u_t + a(x,t)u_x = f(x,t).
\]

(2.3)

In this case, \(a(x,t)\) denotes the advection speed at a point \((x,t)\) in the domain and \(f(x,t)\) is a known source term.

**Particle or reactive transport.** The source can also depend on the concentration \(\psi\) and is often in the form of a reaction term:

\[
  \frac{1}{\nu} \psi_t + \nabla \cdot F(\psi) = K\psi + f,
\]

(2.4)

where \(K\) represents the absorption/reaction operator [63] and \(\nu\) the particle speed.

**Euler equations.** The Euler equations of compressible gas dynamics are a special case of the compressible Navier-Stokes equations for fluids. Conservation of mass, momentum, and energy is described in 1-D by

\[
  \begin{bmatrix}
    \rho \\
    \rho u \\
    \rho e
  \end{bmatrix}_t + \begin{bmatrix}
    \rho u \\
    \rho u^2 + p \\
    (\rho e + p)u
  \end{bmatrix}_x = 0,
\]

(2.5)

where \(\rho, u, p,\) and \(e\) represent mass density, velocity, pressure and specific total energy, respectively [62].
MHD. A magnetohydrodynamical (MHD) representation of a plasma describes the plasma as a conducting fluid. This allows, for example, the modeling of shocks that arise in many astrophysical applications. In 3-D, we have

\[
\frac{d}{dt}\begin{bmatrix}
\rho \\
\rho u \\
B \\
\rho e
\end{bmatrix} + \nabla \cdot \begin{bmatrix}
\rho u \\
\rho uu + P \\
uB^T - Bu \\
(\rho e + P)u
\end{bmatrix} = 0, \tag{2.6}
\]

where \(\rho, u, B,\) and \(p\) are the mass density, velocity, magnetic field and pressure, respectively. \(P\) is a pressure tensor involving \(p\) and \(B\), while \(e\) is the specific total energy, which depends on \(u, B, \rho,\) and \(P\) [30].

Maxwell’s equations. The hyperbolic form of Maxwell’s equations arises when the current is assumed to be zero. The equations are given by

\[
E_t - \frac{1}{\epsilon \mu} \nabla \times B = 0 \quad \tag{2.7}
\]

\[
B_t + \nabla \times E = 0, \quad \tag{2.8}
\]

which can be written in standard hyperbolic form as the system

\[
u_t + \sum_k A_k(x)u_{x_k} + Bu = 0, \quad \tag{2.9}
\]

where \(u = \begin{bmatrix} E \\ B \end{bmatrix}\) and \(A_k,\) and \(B\) depend on the material’s permittivity, \(\epsilon,\) and magnetic permeability, \(\mu\) [62].

Elastic waves in solid mechanics. These equations model acoustic waves in a solid. Shear waves and surface waves in the material are coupled and a hyperbolic system is obtained in the equations of linear elasticity. The resulting system is closely related to the standard acoustic wave equation [62].
2.1.2 Classification of the First-Order Linear Hyperbolic PDE

Just as analytical techniques for solving partial differential equations are developed for certain classes of equations, so are numerical solution methods. The problems discussed throughout this dissertation are PDEs of hyperbolic type, and we must properly define this class of equations. Classification of a first-order system of PDEs as hyperbolic is rooted in the traditional method for characterizing second-order PDEs (cf. [53], [41], [75], [36]). Classification not only formalizes the equations we study, but also offers a deeper look at the nature of the PDE in relation to other classes of equations.

The quadratic curve

\[ ax^2 + 2bxy + cy^2 = 0 \]  

(2.10)

is nondegenerate when \( \begin{vmatrix} a & b \\ b & c \end{vmatrix} \neq 0 \). These (real) nondegenerate curves arise geometrically in slices of a cone and appear as three distinct patterns. For \( ac - b^2 > 0 \), \( ac - b^2 < 0 \), and \( ac - b^2 = 0 \), these curves define an ellipse, parabola, and a hyperbola, respectively. The geometric identification carries directly over to the classification of second-order PDEs. Let

\[ a(x, y)u_{xx} + 2b(x, y)u_{xy} + c(x, y)u_{yy} = d(x, y, u, u_x, u_y), \]  

(2.11)

be a linear second-order PDE, where \( d \) is linear in \( u, u_x, \) and \( u_y \). Let \( \Gamma \) be a curve in \( \Omega \in \mathbb{R}^2 \) that is described parametrically by

\[ x = X(s), \quad y = Y(s). \]  

(2.12)

Following the motivation presented in [53], notice that

\[ \frac{du_x}{ds} = u_{xx}X'(s) + u_{xy}Y'(s) \]  

(2.13)

and

\[ \frac{du_y}{ds} = u_{xy}X'(s) + u_{yy}Y'(s). \]  

(2.14)
Equations (2.11), (2.13), and (2.14) define the values \( u_{xx}, u_{yy}, \) and \( u_{xy} \) uniquely if
\[
\Delta = \det \begin{bmatrix} a & 2b & c \\ 0 & X' & Y' \\ X' & Y' & 0 \end{bmatrix} = aY'^2 - 2bX'Y' + cX'^2 \neq 0. \tag{2.15}
\]
This means that the solution away from the curve can be obtained through continuation, given the boundary values for \( \frac{du}{dx} \) and \( \frac{du}{ds} \). If \( \Delta = 0 \), then the curve \( \Gamma \) is defined to be characteristic, a term that appears often in partial differential equations of hyperbolic type. Boundary conditions cannot be specified on a characteristic curve. In the characteristic case, we can write (2.15) as
\[
\frac{Y'(s)}{X'(s)} = \frac{dy}{dx} = \frac{b \pm \sqrt{b^2 - ac}}{a}. \tag{2.16}
\]
This results in different cases depending on the sign of \( ac - b^2 \). With \( ac - b^2 > 0 \), the right side of (2.16) is not real and thus does not define a meaningful characteristic. We follow the geometric equivalent (2.10) and label this type as elliptic. If \( ac - b^2 = 0 \), then (2.16) defines one characteristic curve and corresponds to a parabolic PDE. With \( ac - b^2 < 0 \), (2.16) defines two characteristic curves, and we define this case to be hyperbolic.

Intuitively, this classification scheme is consistent. Elliptic equations typically involve a diffusion process and result in smooth solutions (characteristics in a diffusive solution are not meaningful). A parabolic equation, on the other hand, is usually time dependent, resulting in a preferred direction (time). Parabolic equations provide a transition to hyperbolic problems, like the wave equation,
\[
u_{tt} = C^2 u_{xx}, \tag{2.17}
\]
where \( C \) is a constant and \( t \) is time. The solution of (2.17) propagates from an initial profile along two characteristics. This is also consistent with the classification discussed above.

**Remark 2.1.** Although we have only classified PDEs of hyperbolic type in 2-D, the terminology extends to second-order equations in higher dimensions. A linear second-order PDE in \( \mathbb{R}^d \) has
the form
\[ \sum_{i,j=1}^{d} a_{ij} u_{x_i x_j} + \sum_{k=1}^{d} b_k u_{x_k} + cu = d, \] (2.18)
where \( a_{ij}, b_k, c, \) and \( d \) are only functions of \( x \) for each \( i, j, \) and \( k \). As shown in [75], there exists a transformation such that the high-order terms in (2.18) can be written as
\[ \sum_{i=1}^{d} d_i u_{x_i x_i}, \] (2.19)
where \( d_i \) are the eigenvalues of \( A = \{a_{ij}\} \) and can be scaled so that \( d_i = 0, \pm 1 \) for \( i = 1 \ldots d \). Then (2.18) is elliptic if \( d_i < 0 \) for all \( i \) or if \( d_i > 0 \) for all \( i \). Similarly, the PDE is parabolic if \( d_i = 0 \) for some \( i = j \) and the \( d_i \) have the same sign for all other \( i \neq j \). Finally, (2.18) is hyperbolic if there is exactly one \( d_i \neq 0 \) with a different sign than the remaining nonzero eigenvalues.

We now consider first-order systems of partial differential equations. Recall the wave equation (2.17) and write this second-order hyperbolic PDE as the first-order system
\[ \begin{bmatrix} v \\ w \end{bmatrix}_t + \begin{bmatrix} 0 & -C^2 \\ -1 & 0 \end{bmatrix} \begin{bmatrix} v \\ w \end{bmatrix}_x = 0. \] (2.20)
Writing this system as
\[ \mathbf{u}_t + A\mathbf{u}_x = \mathbf{0}, \] (2.21)
notice that the eigenvalues of \( A \) are \( \pm C \). We have real and distinct eigenvalues for this matrix, which leads to linearly independent eigenvectors. Let \( R \) be the matrix of (right) eigenvectors of \( A \). Since the eigenvectors are linear independent, \( R \) is invertible and \( A \) is diagonalizable by
\[ \Lambda = R^{-1}AR, \] (2.22)
where \( \Lambda \) is a diagonal matrix of eigenvalues.

Equation (2.21) can then be written as
\[ \mathbf{u}_t + \Lambda^{1/2}AR^{-1}\mathbf{u}_x = \mathbf{0}. \] (2.23)
Multiplying by $R^{-1}$ and letting $\tilde{u} = R^{-1}u$, we arrive at

$$\tilde{u}_t + A\tilde{u}_x = 0.$$  \hspace{1cm} (2.24)

This is a decoupled system of first-order equations.

The resulting first-order form for the (second-order) wave equation is indicative of the form for general first-order systems of hyperbolic PDEs. The following definition, used in [59],[62],[53] et al., characterizes the first-order system of linear PDEs.

**Definition 2.2.** The linear first-order system of equations

$$u_t + Au_x = 0$$  \hspace{1cm} (2.25)

are said to be **hyperbolic** if $A$ is diagonalizable with real eigenvalues.

We can extend this definition to matrices $A(u,t,x)$. The problem is hyperbolic at a given point $(u,t,x)$ if $A(u,t,x)$ is diagonalizable with real eigenvalues. The eigenvalues $\lambda_i$ determine the slopes of the characteristic curves. Furthermore, nonlinear PDEs in conservation form (2.2) are called hyperbolic if the Jacobian matrix $F'(u)$, where $F(u)$ is the flux function, satisfies these conditions for any admissible $u$.

**Remark 2.3.** Extending Definition 2.2 to $d$ spatial dimensions follows similarly. A general system

$$u_t + \sum_{k=1}^{d} A_k u_{x_k} = 0$$  \hspace{1cm} (2.26)

is called hyperbolic if the matrix

$$\sum_{k=1}^{2} n^k A_k$$  \hspace{1cm} (2.27)

is diagonalizable with real eigenvalues for any direction $n = (n^1,\ldots,n^d)$ (cf. [62]).

### 2.2 Multidimensional Nonlinear Systems of Hyperbolic Conservation Laws

In this section, we explore multidimensional nonlinear systems of hyperbolic conservation laws in more detail. The majority of this thesis concerns two-dimensional problems (two spatial
dimensions or one dimension in both space and time), although the methodology we develop extends in a fairly straightforward way to higher dimensions. We consider both scalar and systems of hyperbolic PDEs in our formulations, thus motivating a closer look at the general form of conservation laws. A differential form of a general multidimensional nonlinear hyperbolic conservation law is first justified in Section 2.2.1. In Section 2.2.2, weak solutions are discussed. Throughout this preliminary section, we assume that the PDE satisfies the basic properties of a first-order hyperbolic PDE outlined in Section 2.1.2. Flux functions are assumed to be smooth and convex, and we impose further constraints as needed.

### 2.2.1 Derivation of Conservation Laws

Let $\Omega$ be a domain in $\mathbb{R}^d$. Let $\mathbf{u} \in \mathbb{R}^m$ represent a vector of real-valued variables,

$$
\mathbf{u}(\mathbf{x}) = \begin{bmatrix}
    u_1(\mathbf{x}) \\
    u_2(\mathbf{x}) \\
    \vdots \\
    u_m(\mathbf{x})
\end{bmatrix},
$$

(2.28)

where $\mathbf{x} \in \mathbb{R}^d$. Assume that there is a vector-valued function $\mathbf{F} = (F_1(\mathbf{u}), F_2(\mathbf{u}), \ldots, F_d(\mathbf{u}))$ that defines the flux of $\mathbf{u}$ in $\Omega$. $\mathbf{F}$ is a vector of vector-valued functions $F_i(\mathbf{u}) \in \mathbb{R}^m$, for $i = 1, \ldots, d$. Each $F_i(\mathbf{u})$ defines the flux in the $x_i$-direction. Assume that $F_{ij}$ is a convex (or concave) function of $u_j$ for $i = 1, \ldots, d$ and $j = 1, \ldots, m$. This assumption simplifies the analytical discussion and more general assumptions are regarded as “non-classical” in field of hyperbolic conservation laws.

Let $s$ parameterize the $d-1$ manifold $\partial\Omega$ and let $\mathbf{n}(s) = (n_1(s), n_2(s), \ldots, n_d(s))$ be the unit outward normal to $\partial\Omega$ at $\mathbf{x}(s) = (x_1(s), x_2(s), \ldots, x_d(s))$. We define

$$
\mathbf{n} \cdot \mathbf{F} = n_1 F_1(\mathbf{u}) + \cdots + n_d F_d(\mathbf{u})
$$

(2.29)

and

$$
\nabla \cdot \mathbf{F} = \partial_{x_1} F_1(\mathbf{u}) + \cdots + \partial_{x_d} F_d(\mathbf{u}).
$$

(2.30)
Conservation of \( \mathbf{u} \) means that a temporal change in the volume integral of \( \mathbf{u} \) can only be due to fluxes across the boundary of the test domain. We then have

\[
\frac{d}{dt} \int_{\Omega'} \mathbf{u}(\mathbf{x}, t) \, d\mathbf{x} = - \int_{\partial \Omega'} \mathbf{n} \cdot \mathbf{F}(\mathbf{u}) \, d\mathbf{s},
\]

(2.31)

where \( \Omega' \) is an arbitrarily small, non-moving volume in \( \Omega \). The right side of equation (2.31) is the net flux across the boundary of \( \Omega' \). Applying the Gauss Divergence Theorem component-wise, we arrive at

\[
\frac{d}{dt} \int_{\Omega'} \mathbf{u}(\mathbf{x}, t) \, d\mathbf{x} = - \int_{\Omega'} \nabla \cdot \mathbf{F}(\mathbf{u}) \, d\mathbf{x},
\]

(2.32)

and

\[
\int_{\Omega'} \mathbf{u}_t(\mathbf{x}, t) + \nabla \cdot \mathbf{F}(\mathbf{u}) \, d\mathbf{x} = 0.
\]

(2.33)

Since (2.33) holds for any test volume, we can conclude that the integrand is zero on \( \Omega \), which defines the differential form of the conservation law as

\[
\mathbf{u}_t + \nabla \cdot \mathbf{F}(\mathbf{u}) = 0.
\]

(2.34)

As we turn to the numerical solution of hyperbolic conservation laws in the remaining chapters of this dissertation, we use the differential form as a basis for development. However, problems of the form (2.34), with solutions that possess discontinuities, are the major focus in our study.

We consider discontinuous solutions that arise from jumps in the prescribed boundary data and also from the formation of shocks as time progresses. Such solutions do not satisfy (2.34) pointwise, but we implicitly assume that the solution actually satisfies the integral form, (2.31).

The notion of a weak solution allows us to interpret discontinuous \( \mathbf{u} \) as a valid solutions to the conservation law.

### 2.2.2 Weak Solutions and Uniqueness

The integral definition, (2.31), is a weak formulation in the sense that shocks, jumps, and, in general, profiles with low continuity are valid solutions. Solutions that satisfy the integral form, or the differential form in a distribution sense, are called weak solutions. Although the
weak solution satisfies the integral form of conservation laws, we need to be concerned about
the uniqueness of this solution. In fact, in many cases, for a given choice of prescribed boundary
and initial data, there are more than one weak solution that satisfy the integral form of the
conservation law. This difficulty frequently arises in nonlinear applications where shocks are
forming after a finite time [62].

There may be many valid solutions to the weak form of the PDE, but only one solution
is stable and thus physically acceptable. As a result, many solution methods are designed to
ensure that the PDE allows only the physical solution or that a numerical solution approximates
the physical solution. In many applications, a hyperbolic conservation law is used to model a
particular phenomenon and viscosity is assumed to be zero, as we outlined in Section 2.1. The
absence of diffusion is central to hyperbolic conservation laws, by definition. Many physical
problems contain a tiny amount of diffusion that is ignored by the hyperbolic PDE, yet this
small amount of viscosity has physical significance. A popular idea is to view the physically
meaningful solution to the conservation law as the limit case of a problem with a small amount
of “artificial” diffusion. As the diffusive term diminishes, we expect to arrive at the solution to
the purely hyperbolic form. Introducing this small amount of dissipation into the conservation
laws is also referred to as “vanishing viscosity” and forces the PDE to be well-posed in the sense
of a unique solution. This technique is valuable in analyzing the problem mathematically. How-
ever, the form and classification of the problem changes and often increases the computational
complexity. Convergence analysis for problems with added numerical viscosity requires special
attention. If the rate of convergence of the numerical solution is too slow, then the converged
approximation may not be the physical solution that we expect in the limit case. That is, the
amount of diffusion added may not be well balanced with the computational mesh size. However,
ensuring convergence to the physical solution by requiring a minimum rate of convergence may
be unattainable and reveals that the method of vanishing viscosity is not necessarily a viable
approach.

Another strategy is to impose additional physical constraints that ensure the selection of
the desired solution. The basic idea is to identify admissible solutions by verifying that certain physical conditions hold. This approach originated in gas dynamics, where it is known that the entropy across shocks should increase. Other applications maintain similar properties, and these types of conditions are known as entropy conditions. Similar to the case of artificial diffusion, correct entropy conditions are often difficult to define in general applications. We do not investigate the question of convergence to the entropy solution in this thesis. However, it is possible that our approach implicitly imposes such entropy conditions [5, 56, 60, 62], because the entropy solution seems to be what we obtain in our numerical tests.

2.2.3 Source Terms

Although we have developed hyperbolic PDEs in the form of conservation laws, resulting in homogeneous right sides, we can describe these equations more generally. Specifically, consider the balance law [62] equation

\[ u_t + f(u)_x = \delta(x, t, u). \]  \hspace{1cm} (2.35)

A source term, \( \delta \), arises in many of the applications described in Section 2.1. For example, particle transport models include source terms to represent neutron generators, scattering terms, and contributions from secondary particles [63]. Sources are also due to chemical reactions in fluids and external forces on the medium, such as gravity and forces due to motion [62]. Finite difference and finite volume methods tend to treat balance laws differently than conservation laws through splittings and fractional step methods. The least-squares formulation we develop in Chapter 4 naturally allows non-zero right sides, while the \( H(div) \)-conforming solution methods we derive in Chapter 6 need special consideration. For these methods, the source term can be absorbed in the equation by using a modified lifting argument, and we address these issues specifically in the respective chapters. In general, we develop our methods in a least-squares setting, where the effects of a source term on the numerical approximation have been addressed by Bochev and Choi [11].
2.3 Discontinuities in Hyperbolic PDEs

As described in the previous sections, solutions to hyperbolic conservation laws may contain discontinuities. Discontinuities may be propagated across the domain due to jumps in the prescribed boundary data, or can emerge in the form of a shock in the case of nonlinear equations. The notion of characteristics is essential in understanding this latter type of solution. Hyperbolic problems are purely anisotropic, so a perturbation must follow a particular direction that is defined by characteristic curves. We give an overview of characteristics in Section 2.3.1 to better understand the behavior of the solution and to clarify and motivate several proofs presented in the derivation of least-squares finite element methods in Chapter 4. We present a brief description of shocks and discontinuities in Section 2.3.2.

2.3.1 Method of Characteristics

Characteristics were mentioned in Section 2.1.2 as attributes that are unique to PDEs classified as hyperbolic. Solutions to hyperbolic PDEs are entirely defined by these characteristics, and we articulate this idea by considering simple forms of hyperbolic conservation laws. Although analytical solutions to these basic problems are found quite easily, exact solutions to more complicated problems are not always feasible. However, studying the behavior of basic model problems does build intuition for more complex systems of conservation laws, and this approach what we use throughout the dissertation.

Consider the scalar form of the conservation law (2.34) in 1-D and defined on $\mathbb{R} \times [0, T]$: 

\begin{align*}
    u_t + f(u)_x &= 0, \quad x \in \mathbb{R}, \ t \in [0, T], \\
    u(x, 0) &= u_0(x), \quad x \in \mathbb{R}, \ t \in [0, T],
\end{align*}

(2.36a) (2.36b)

where $u_0(x) \in L^\infty(\mathbb{R})$ is a given initial condition and $f \in C^\infty$ is a know flux function. Problem (2.36) is called the Cauchy problem and is commonly used to discuss various solution qualities. The total derivative in the direction of transport along the curve $x(t)$, is zero by virtue of the
conservation law:

\[
\frac{du(X(t), t)}{dt} = \frac{\partial u(X(t), t)}{\partial t} + \frac{dX(t)}{dt} \cdot \frac{\partial u(X(t), t)}{\partial x} = 0. \tag{2.37}
\]

Writing (2.36a) as

\[
 u_t + f'(u)u_x = 0, \tag{2.38}
\]

the curves, \(X(t) : t \mapsto (t, X(t))\), now define characteristics of the solution according to the following

\[
\frac{dX(t)}{dt} = f'(u(X(t), t)). \tag{2.39}
\]

As an example, consider the linear case when \(f'(u) = a\). The characteristics are given by

\[
\frac{dX(t)}{dt} = a. \tag{2.40}
\]

Letting \(x_0 = X(0)\), we have \(X(t) = at + x_0\). and recalling that \(u(X(t), t) = \text{constant}\), we have

\[
u(at + x_0, t) = u(x_0, 0) = u_0(x_0) \tag{2.41}
\]

and

\[
u(x, t) = u_0(x - at). \tag{2.42}
\]

Here we see that the entire solution is defined by the values prescribed on the inflow boundary. This is the nature of hyperbolic PDEs. Problems with variable coefficients and nonlinear equations can be solved in a similar manner, although solutions are not typically constant along characteristics, and characteristic curves may intersect.

### 2.3.2 Shocks and Rarefactions

In this section, we review various solution types that are considered throughout the remainder of this dissertation. A large part of this thesis focuses on discontinuous solutions, and we present them here in the form of discontinuous boundary data transported across the domain and in the form of shocks formed by nonlinearities. The analytic solutions presented satisfy the integral or weak form of the equation.
Consider again the conservation law

\[ u_t + f(u)_x = 0, \quad x \in [-1, 1], t \in [0, T], \]  
\[ u(0, t) = g(t), \quad t \in [0, T], \]  
\[ u(x, 0) = u_0(x), \quad x \in [-1, 1]. \]  

(2.43a) 
(2.43b) 
(2.43c)

Analytic solutions to this problem are easily derived using the method of characteristics in certain cases. We present several examples to describe different types of solution profiles, which are important in Chapters 4 and 6.

Linear advection. Consider the linear form of the flux function, \( f(u) = au \), where \( a = \frac{1}{2} \), for example. Let the initial data be defined as

\[ u(x, 0) = u_0(x) = \begin{cases} 
1, & \text{if } x < 0.5; \\
0, & \text{if } x \geq 0.5. 
\end{cases} \]  

(2.44)

and let \( f = 0 \). We arrive at

\[ u(x, t) = u(x - at, 0) = u_0(x - at). \]  

(2.45)

Figure 2.1 illustrates the solution characteristics for this example.
Variable advection. Here we consider the balance equation

\[ u_t + c(x)u_x = f(x, t), \tag{2.46} \]

in place of (2.43a). Let \( c(x) = x, f = 0 \), and define the initial data as

\[ u(x, 0) = u_0(x) = \begin{cases} 1, & \text{if } x < 0.25; \\ 0, & \text{if } x \geq 0.25. \end{cases} \tag{2.47} \]

We arrive at

\[ u(x, t) = u_0(x e^{-t}), \tag{2.48} \]

since the characteristics are defined by \( x(t) = x_0 e^t \). Figure 2.2 illustrates the solution characteristics for this example. In case of variable and constant advection, the solution is constant along the characteristics curves. This behavior is apparent in both of the respective plots.

Shock formation. The flux function \( f(u) = \frac{u^2}{2} \) corresponds to the so called Burger’s equation, a nonlinear hyperbolic conservation law. We prescribe continuous initial data

\[ u(x, 0) = u_0(x) = \begin{cases} 0.75, & \text{if } x < -0.6; \\ -x + 0.15, & \text{if } x < -0.6; \\ 0.25, & \text{if } x \geq -0.1. \end{cases} \tag{2.49} \]

Figure 2.2: Solution to a problem with spatially dependent velocity.
The solution is displayed in Figure 2.3. Notice that the continuous solution evolves into a discontinuity as time progresses. The characteristics eventually intersect and follow a new direction defined by the shock speed. To determine the shock speed, $s$, of the physically admissible solution, the classical approach is to consider the integral form given by

$$ \frac{d}{dt} \int_{a}^{b} u(x, t) \, dx = f(u(a, t)) - f(u(b, t)). $$

(2.50)

Let $u_l$ and $u_r$ be the speed on the left and right of the shock respectively. In our case, $u_l = .75$ and $u_r = .25$. If $u_l < u_r$, then rarefaction is observed. For a time $t$ after a shock has emerged, we have

$$ \frac{d}{dt} \int_{a}^{b} u(x, t) \, dx = \frac{d}{dt} \int_{a}^{s} u_l \, dx + \int_{s}^{b} u_r \, dx = s(u_l - u_r). $$

(2.51)

Thus,

$$ s = \frac{f(u_l) - f(u_r)}{u_l - u_r} = \frac{u_l + u_r}{2}. $$

(2.52)

Alternatively, we can derive the shock speed with respect to functions in $H(div)$. We leave this analysis to Chapter 6. Obtaining the correct shock speed in a numerical scheme validates the approximation to some extent. However, this is only one indicator that the physically valid solution is obtained.

Figure 2.3: Shock formation in the Burger’s equation ($\circ$ marks the start of the emerging shock).
**Rarefaction.** Here we consider a phenomenon called rarefaction. In this case, a discontinuity spreads out as time evolves. Again, consider the flux function $f(u) = \frac{u^2}{2}$ for the Burger’s equation. We prescribe discontinuous initial data:

$$u(x, 0) = u_0(x) = \begin{cases} 
  0.25, & \text{if } x < -0.5; \\
  0.75, & \text{if } x \geq -0.5.
\end{cases} \quad (2.53)$$

The solution is displayed in Figure 2.4. Notice that the shock **rarefies** in time. The dashed lines indicate characteristics emanating from the same point.

![Figure 2.4: Rarefaction formation in the Burger’s equation.](image)

(a) Solution profile  
(b) Characteristics

**2.4 Numerical Overview**

Numerical methods for PDEs of hyperbolic type have been a large area of computational research. For certain hyperbolic problems, specific numerical methods have been successfully developed, but generality and computational cost continue to pose problems in the field.

Discontinuous solutions are a significant challenge in scientific computation. Solutions of low continuity often emerge when modeling with hyperbolic conservation laws. Methods with low-order discrete spatial and temporal discretizations (e.g., First-Order Upwind) often smear the solution near the discontinuity, while higher-order methods (e.g., Lax-Wendroff type) dis-
play poor solution quality in the form of dispersion. This dispersion is revealed by oscillations in the solution as well as overshoots or undershoots near a discontinuity. This is a difficulty common in the development of adequate numerical methods for PDEs of hyperbolic type. Since shortcomings of a discretization are often most apparent in a region surrounding a discontinuity in the analytic solution, much effort has been devoted to locating this discontinuity. The so-called shock tracking approach uses shock indicators or estimators to determine the position of the discontinuity and an appropriate weighting or adjusted discretization to overcome the disadvantages found in the standard approach [62]. Complexity issues arise, however, particularly in time-dependent problems and when the spatial dimension is higher than 1. The goal is then to successfully “capture” the shock. We can obtain good convergence properties in regions of smooth solutions and we seek sharp resolution of the discontinuities in other regions, while avoiding smearing and other undesirable solution properties. This is the motivation of much of this dissertation.

In this section, we highlight standard numerical techniques for hyperbolic problems. We point out particular advantages and certain shortcomings of these methods. Classical numerical schemes have focused on the same concerns that we have addressed in Section 2.2.2, and we look further into the computational issues outlined above. Typical concerns in scientific computing, such as parallelizability, iterative solution methods for the linear systems arising in implicit schemes, and adaptivity, are at the forefront of research in computational hyperbolic conservation laws. Although we do not detail all of these issues in our brief overview in this section, we point out the status of various methods in terms of these computational aspects. In Section 2.4.1, we outline finite difference and finite volume methods for hyperbolic PDEs. Section 2.4.2 addresses finite element approaches. The least-squares method that we develop later is based on the ideas in this section. Finally, in Section 2.4.3, we discuss aspects of time-dependent PDEs, including explicit and implicit time-stepping methodologies as well as full space-time based approaches.
2.4.1 Finite Difference/Volume Methods

Finite difference techniques often expose basic difficulties in solving a problem numerically. This is particularly the case for hyperbolic PDEs, where the shortcomings are easily identified by considering discontinuous solutions. In many cases, finite difference methods work quite well for continuous solution profiles. However, problems arise when the solution has reduced smoothness [62].

The finite difference method is elementary, but is still heavily used in Computational Fluid Dynamics (CFD) and other domains where convection processes are considered. Beginning with the scalar conservation law

\[ \frac{du}{dt} + \frac{\partial f(u)}{\partial x} = 0, \quad (2.54) \]

consider the linear advection case with \( f(u) = au \):

\[ \frac{du}{dt} + a \frac{\partial u}{\partial x} = 0, \quad (2.55) \]

for some advection speed \( a > 0 \). This generalization allows us to assume that the fluid elements are transported in the positive \( x \)-direction, an important distinction that some finite difference schemes rely on. Information is received from the negative (upwind) \( x \)-direction. Let \( \{x_i\}_{i=0}^n \) be a uniform partition of the interval \([x_a, x_b]\), with \( x_0 = x_a \) and \( x_n = x_b \). Let \( \{t_j\}_{j=0}^m \) be a uniform partition of the temporal interval \([0, T]\), with \( t_0 = 0 \) and \( t_m = T \). Use \( h \) and \( k \) to denote the spatial and temporal mesh size, respectively. We write \( u_i^j = u(x_i, t_j) \) to simplify the notation.

If we assume the technique of first deriving a semi-discretization (SD) followed by a standard ODE solver, then we can easily arrive at a number of full discretizations (FD). The most obvious starting point is to use central differencing in space. This is a second-order accurate method and we have

\[ u_i'(t) + \frac{a}{2h} \left( \frac{u_{i+1}(t) - u_{i-1}(t)}{2h} \right) = 0. \quad (2.56) \]

Now, using either Backward or Forward Euler’s method, both first-order methods in time, we
respectively. A von Neumann type Fourier stability analysis [49] reveals that the explicit discretization is numerically unstable. The scheme in (2.57) is unconditionally unstable, while the implicitly defined discretization (2.58) is unconditionally stable. Implicit finite difference methods are rarely used for time-dependent hyperbolic equations largely due to the linear solve required at each time step [61]. Efficiently solving these discrete systems is an active area of research. Implicit schemes and space-time formulations are gaining popularity in finite element approaches and we motivate the methods developed throughout the dissertation along this direction.

We continue with explicit solution methods since this technique is more representative of the current work being conducted in finite difference and finite volume methods. For the linear advection equation (2.55), we can tailor our spatial discretization to accommodate the upwind anisotropy. The FD becomes

\[
\frac{u_{i}^{j+1} - u_{i}^{j}}{k} + a \frac{u_{i+1}^{j+1} - u_{i-1}^{j}}{2h} = 0, \\
\frac{u_{i}^{j+1} - u_{i}^{j}}{k} + a \frac{u_{i+1}^{j+1} - u_{i-1}^{j+1}}{2h} = 0,
\]

Now, the stability of the numerical method is dependent on the Courant-Friedrichs-Levy condition (CFL), which requires

\[
k < \frac{h}{a}.
\]

For time-marching methods, the CFL condition limits the size of the time step. In practice, this limitation often forces \( m \) to be much larger than \( n \) and increases the computational cost severely.

As we can see from Figure 2.5, using the First-Order Upwind (FOU) scheme in (2.59) results in an approximation that is smeared around the discontinuity. Higher-order methods are meant to sharpen the resolution of the method both around discontinuities and in regions of
smooth solutions. A classic choice is the Lax-Wendroff method that results from a Taylor series expansion:

\[ u^j_{i+1} = u^j_i - \frac{ak}{2h}(u^j_{i+1} - u^j_{i-1}) + \frac{k^2}{2h^2} a^2(u^j_{i-1} - 2u^j_i + u^j_{i+1}). \]  

(2.61)

Notice that the last term is simply a finite difference stencil for \( \varepsilon u_{xx} \), where \( \varepsilon = \frac{k^2a^2}{2} \). The Lax-Wendroff method can then be thought of as a method with artificial diffusion added. The diffusion forces a smoother solution to the PDE at the location of the discontinuity, resulting in higher accuracy of the numerical approximation. Figure 2.5 shows a significant improvement in resolving the discontinuity, but spurious oscillations are present and large overshoots exist.

The FOU method for the linear case (2.59) can also be extended to nonlinear equations. Methods such as FOU are called conservative methods, since the conservation law holds discretely, and are the basis for so-called finite volume methods. On the discrete level, we want to ensure that changes in the discrete sum are due only to fluxes at the endpoints, so we introduce cells or volumes to help force this property. Figure 2.6 illustrates this case. We consider the conservation law in the space-time cell \([x_{i-\frac{1}{2}}, x_{i+\frac{1}{2}}] \times [t_j, t_{j+1}]\) to arrive at

\[ \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} u(x, t_{n+1}) \, dx = \int_{x_{i-\frac{1}{2}}}^{x_{i+\frac{1}{2}}} u(x, t_{n}) \, dx - \int_{t_{n}}^{t_{n+1}} (f(u(x_{i+\frac{1}{2}})) - f(u(x_{i-\frac{1}{2})))) \, dt. \]  

(2.62)

![Figure 2.5: Explicit time-stepping schemes.](image-url)
Let $\bar{u}^j_i$ be an approximation to $u^j_i$ averaged over the cell defined above and let $\bar{f}^j_{i,\pm \frac{1}{2}}$ denote an approximation to the time average of the flux on the spatial boundary of the cell. The function $\bar{f}$ is called the numerical flux function. We can then write (2.62) as

$$\bar{u}^{j+1}_i = \bar{u}^j_i - \frac{k}{\Delta t} (\bar{f}^j_{i,\frac{1}{2}} - \bar{f}^j_{i,-\frac{1}{2}}) \quad [c.f.(2.59)].$$

(2.63)

Summing over all grid cells at a time $j$ indeed verifies that we obtain discrete conservation. By the Lax-Wendroff Theorem [62] we can conclude that if this method converges to a solution $\bar{u}$, then $\bar{u}$ is in fact a weak solution to the conservation law.

As mentioned above, satisfying the entropy condition is crucial for a numerical method and it ensures that the method converges to the physically meaningful solution. We introduce another property, called monotonicity, to help us develop methods that result in correct weak solutions. A method is called monotone [61] if the following holds for any two numerical solutions $u$ and $v$:

$$v^j_i \geq u^j_i \forall j \Rightarrow v^{j+1}_i \geq u^{j+1}_i.$$  

(2.64)

For reference, all monotone methods are total variation diminishing (TVD), and an overview of such terminology and application to finite difference methods can be found in [61, 62, 67]. The notion of a monotone method is useful because it satisfies the entropy condition and results in the desired weak solution for nonlinear hyperbolic conservation laws. This is a valuable result, but it does come with a cost. Godunov’s Theorem [40] states that explicit schemes that are monotone

\[ t_{j+1} \quad \bar{f}_{i-\frac{1}{2}} \quad \bar{f}_{i+\frac{1}{2}} \quad t_j \]

\[ x_{i-1} \quad x_i \quad x_{i+1} \]

Figure 2.6: An example cell located around the point $x^j_i$. The approximations to the average fluxes at the boundaries of this cell are given by $\bar{f}^j_{i,\pm \frac{1}{2}}$. 


are at most first-order accurate. Loss of monotonicity, typically in the form of oscillations, is inherent in resolving discontinuities and steep profiles. This is a result that is widely used to motivate current work in finite difference and finite volume methods. If higher-order monotone methods cannot be devised naturally, then another approach must be taken.

The task of developing high-order methods to give good convergence properties in smooth regions and sharp resolution around discontinuities is commonly achieved by introducing numerical dissipation near the suspected discontinuity and constraining the amount of overshoot. Typically referred to as limiting techniques, the idea is to balance the benefits of low-order monotone schemes with the non-diffusive high-order methods. This results in an approximation that is nearly monotone and produces limited oscillations. We consider the Lax-Wendroff method (2.61) for the linear advection equation and rewrite it in a form that corresponds to the conservative form (2.63). Following [61, 62] et al., let \( \nu = \frac{ak}{h} \) and rewrite (2.61) as

\[
 u_{i+1}^{j+1} = u_i^j - \nu(u_i^j - u_{i-1}^j) + \left( \frac{\nu^2 - \nu}{2} \right)(u_{i-1}^j - 2u_i^j + u_{i+1}^j).
\]  

(2.65)

Define

\[
 \bar{f}_{L,i+\frac{1}{2}} = a u_i^j, \quad \bar{f}_{H,i+\frac{1}{2}} = a u_i^j + a \left( \frac{1 - \nu}{2} \right)(u_{i+1}^j - u_i^j).
\]  

(2.66)

and

\[
 u_{i+1}^{j+1} = u_i^j - \frac{k}{h}(\bar{f}_{i+\frac{1}{2}} - f_{i-\frac{1}{2}}),
\]  

(2.68)

where

\[
 f_i = f_{L,i} + \phi[f_{H,i} - f_{L,i}]
\]  

(2.69)

and \( \phi \) is a flux limiting function, which is clearly equal to one for the Lax-Wendroff method. Varying \( \phi \) globally cannot result in improve accuracy according to Godunov’s Theorem, so \( \phi \) typically depends on \( i \), the spatial index. The goal is to vary \( \phi_i \) according to the location of the discontinuity. As a result, the method is no longer linear and Godunov’s Theorem does
not apply. However, complexity becomes an issue as methods and algorithms become more complicated.

Developing an efficient, high-order, and essentially non-oscillatory method is certainly a goal in current research efforts [5]. As we have seen, higher-order accurate methods and non-oscillatory solutions cannot be achieved by standard techniques. Thus, much of the effort in finite difference and finite volume methods has been focused on limiting the poor solution quality with a cost of higher computation time. A dominating strategy has not yet emerged in this area. We have also only discussed successful techniques for scalar problems of one spatial dimension. The complications are multiplied when 2-D, 3-D, and higher-dimensional problems are considered. Systems of equations also pose significant challenges to these ideas. Computing solutions to many variables results in multiple directions and regions of discontinuities for each of the variables, yet only one computational mesh. This also indicates a challenge for spatial and temporal adaptivity. The methods we develop throughout this dissertation address many of these computational difficulties.

2.4.2 Finite Elements

Finite element discretizations attempt to add generality to the numerical approximation of hyperbolic PDEs. Unlike finite difference methods, which often require special consideration for source terms, systems, etc., many finite element methods can easily be extended to more complicated and general balance equations. A first attempt to discretize conservation laws with finite element methods was based on Galerkin variational principles, which provides an adequate approach for elliptic and parabolic problems and is thus a natural consideration for PDEs of hyperbolic type. To explain this methodology, consider the linear scalar conservation law in differential form:

$$u_t + au_x = f \quad \text{in } \Omega,$$

(2.70)
where $\Omega$ is a bounded convex space-time domain in $\mathbb{R}^2$ and $f \in L^2(\Omega)$. Write

$$
\mathbf{b} = \begin{pmatrix} a \\ 1 \end{pmatrix}, \quad \mathbf{b}_1 = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix} \in \mathbb{R}^2 \quad \text{and} \quad \nabla = \begin{pmatrix} \partial_x \\ \partial_t \end{pmatrix}. 
$$

(2.71)

If we consider a more general balance equation with a reaction term, we can write (2.70), or any steady state hyperbolic PDE of the same general form, as

$$
\mathbf{b} \cdot \nabla u + cu = f. 
$$

(2.72)

Without a loss of generality, let $c = 1$ for simplicity. Then the weak problem corresponding to the classical Galerkin formulation is stated as the following.

**Problem 2.4 (Galerkin Weak Problem).** Find $u^h \in V^h$ such that

$$
\langle \mathbf{b} \cdot \nabla u^h + u^h, v^h \rangle_{0, \Omega} = \langle f, v^h \rangle_{0, \Omega}, \quad \forall v^h \in V^h, 
$$

(2.73)

where $V^h$ is some finite element space.

Here, $\langle \cdot, \cdot \rangle_{0, \Omega}$ and $\langle \cdot, \cdot \rangle_{\Gamma}$ are defined as

$$
\langle u, v \rangle_{0, \Omega} = \iint_{\Omega} uv \, dx, 
$$

(2.74)

$$
\langle u, v \rangle_{\Gamma} = \int_{\Gamma} \mathbf{b} \cdot \mathbf{n} uv \, ds, 
$$

(2.75)

where $\Gamma = \partial \Omega$. From Green’s formula, we have

$$
\langle \mathbf{b} \cdot \nabla u, v \rangle_{0, \Omega} = \langle u, v \rangle_{\Gamma} - \langle u, \mathbf{b} \cdot \nabla v \rangle_{0, \Omega},
$$

which implies that

$$
\langle \mathbf{b} \cdot \nabla u, u \rangle_{0, \Omega} = \frac{1}{2} \lVert u \rVert_{0, \Gamma}^2. 
$$

(2.76)

Substituting $v^h = u^h$ in (2.73) and using (2.76), we arrive at the stability bound

$$
\lVert u^h \rVert_{0, \Omega} + \lVert u^h \rVert_{0, \Gamma} \leq C \lVert f \rVert_{0, \Omega}. 
$$

(2.77)

This suggests that the method may have no control of $\mathbf{b} \cdot \nabla u$, which reveals a significant shortcoming of this formulation. Indeed, this is the case (cf. [11]), as the Galerkin method is shown
to produce oscillations particularly in the case of discontinuous solutions. This has been known for decades and has given rise to the so-called Streamline Upwind Petrov Galerkin methods (SUPG), which attempt to take into account the anisotropic nature of the PDE. Moreover, the SUPG method also improves suboptimal error estimates for the classical Galerkin method. From standard finite element interpolation theory (see [13, 18], e.g.) we have: Given a function \( u \in H^{k+1}(\Omega) \), there is an interpolant \( \Pi^h u \in V^h \) such that

\[
\|u - \Pi^h u\|_{0,\Omega} \leq C h^{k+1} \|u\|_{k+1,\Omega},
\]

(2.78)

whereas the error estimates for the Galerkin formulation are given by

\[
\|e^h\|_{0,\Omega} + \|e^h\|_{0,\Gamma} \leq C h^k \|u\|_{k+1,\Omega}.
\]

(2.79)

The Galerkin method is then said to be suboptimal with a gap of 1.

SUPG methods have superb stability properties, although smearing remains a concern in the classic implementation of this method. The basic idea behind SUPG is its stream-like property of adding \( h \mathbf{b} \cdot \nabla v^h \) to the space of test functions. The SUPG weak formulation is the following.

**Problem 2.5 (SUPG Weak Problem).** Find \( u^h \in V^h \) such that

\[
\langle \mathbf{b} \cdot \nabla u^h + u^h, v^h + h \mathbf{b} \cdot \nabla v^h \rangle_{0,\Omega} = \langle f, v^h + h \mathbf{b} \cdot \nabla v^h \rangle_{0,\Omega}, \quad \forall v^h \in V^h,
\]

(2.80)

where \( V^h \) is some finite element space.

Using an approach analogous to what we used for Galerkin, we obtain the SUPG stability estimate

\[
\|u^h\|_{0,\Omega} + \sqrt{h} \|\mathbf{b} \cdot \nabla u^h\|_{0,\Omega} + \|u^h\|_{0,\Gamma} \leq C \|f\|_{0,\Omega},
\]

(2.81)

this shows control over \( \mathbf{b} \cdot \nabla u^h \), thus reducing the oscillations. The error estimates are also improved compared with the Galerkin method, now with a gap of \( \frac{1}{2} \) (see [55]):

\[
\|e^h\|_{0,\Omega} + \|e\|_{0,\Gamma} \leq C h^{k+\frac{1}{2}} \|u\|_{k+1,\Omega}.
\]

(2.82)
Although attempts have been made in recent years to further improve SUPG by introducing cross-stream diffusion to reduce oscillations and feedback control parameters to enhance the resolution around discontinuities [37, 34], the generality of the method is limited and computational cost has not yet been fully addressed. Other improvements to the SUPG method, such as shock capturing techniques, result in computationally intensive algorithms because the resulting linear systems are often nonsymmetric and complicated by the presence of grid dependent terms like $h\mathbf{b} \cdot \nabla v^h$.

One of the most studied finite element approach for hyperbolic equations in recent years is the Discontinuous Galerkin method (DG) or stabilized Discontinuous Galerkin method, which is similar to the SUPG method described above. This method, introduced in the 1970s [57], was popularized by the work of Johnson et al. [54] and by Cockburn, Shu et al. [27] with their pioneering work in higher-order methods and extensions to nonlinear equations. There are several advantages to the DG method and its variants, including the broad range of acceptable domains and tessellations. Computational complexity, adaptivity, parallelization, and other high performance computing issues have only recently been addressed for this methodology. Preliminary findings show that efficient adaptive techniques and parallelization of the DG method are attainable for certain problems [8]. Also, the DG method is able to handle non-matching and non-uniform grids, which fit well into an adaptive framework. We address these concerns more when we considers least-squares finite element methods in the following chapters.

Consider (2.72) with boundary conditions:

\begin{align}
\mathbf{b} \cdot \nabla u + cu &= f, \quad \text{in } \Omega, \\
\quad u &= g, \quad \text{on } \Gamma_I. \tag{2.83a, 2.83b}
\end{align}

Here, for any domain $K$, we define $K_I = \{ x \in \partial K : \mathbf{n} \cdot \mathbf{b} < 0 \}$ as its inflow boundary, where $\mathbf{n}$ is the outward unit normal on $\partial K$. Thus, $\Gamma_I$ is the inflow portion of the boundary and $\partial \tau_I$ is the inflow portion of element $\tau$. Based on the notation introduced by Johnson et al. [54, 55], for a given tessellation $\mathcal{T}^h$ of $\Omega$, let $u^{h,\pm}(\mathbf{x}) = \lim_{\varepsilon \to 0^\pm} u^h(\mathbf{x} + \varepsilon \mathbf{b})$, with $u^{h,-}(\mathbf{x}) = g(\mathbf{x})$ if $\mathbf{x} \in \Gamma_I$. 
Also, set

\[ \Gamma_h = \left( \bigcup_{\tau \in \mathcal{T}^h} \partial \tau \right) \setminus \partial \Omega, \quad (2.84) \]

\[ \langle u^h, v^h \rangle_{\Gamma_h} = \int_{\Gamma_h} n \cdot b |u^h v^h| \, ds, \quad (2.85) \]

\[ V^h = \text{space of piecewise polynomials}, \quad (2.86) \]

\[ = \{ v^h \in L^2(\Omega) : v|_{\tau} \in \mathcal{P}_k^h, \tau \in \mathcal{T}^h \}. \quad (2.87) \]

In this case, we denote \( \mathcal{P}_k^h \) as the set of polynomials of degree \( k \). We now write the (stabilized) DG method as the following.

**Problem 2.6 (DG Weak Problem).** Find \( u^h \in V^h \) such that

\[ B_{DG}(u^h, v^h) = \langle f, v^h \rangle_{0,\Omega} + \langle g, v^h \rangle_{\Gamma_I} \quad \forall v^h \in V^h, \quad (2.88) \]

where

\[ B_{DG}(u^h, v^h) = \sum_{\tau \in \mathcal{T}^h} \langle b \cdot \nabla u^h + u^h, v^h \rangle_{0,\tau} + \langle u^h, v^h \rangle_{\Gamma_h} + \langle u^h, v^h \rangle_{\Gamma_I}, \quad (2.89) \]

and \( \delta \) is a stabilization parameter that depends on \( h \).

This method allows freedom in the numerical approximation to exhibit jump discontinuities, which in turn allows for improved stability. Moreover, for \( \delta = h \), the theory in [54] shows that

\[ \| u^h \|_{0,\Omega}^2 + h \sum_{\tau \in \mathcal{T}^h} \| b \cdot \nabla u^h \|_{0,\tau}^2 + \sum_{\tau \in \mathcal{T}^h} \| u^{h,+} - u^{h,-} \|_{0,\tau}^2 \leq C \left( \| f \|_{0,\Omega} + \| g \|_{0,\Gamma_I} \right). \quad (2.90) \]

Thus \( b \cdot \nabla u^h \) is controlled as it is with the SUPG method, but so are the inter-element jumps expressed in the \( \| u^{h,+} - u^{h,-} \|_{0,\tau} \) term. Johnson et al. also prove error estimates of the form

\[ \| e^h \|_{0,\Omega} \leq C h^{k+\frac{1}{2}} \| u \|_{k+1,\Omega}, \quad (2.91) \]

which, compared to (2.79) and (2.82), shows improvement over the Galerkin method and a gap that equals that of the SUPG method.
The approach described here is a \textbf{stabilized DG} method depending on the value for \( \delta \). Choosing \( \delta = 0 \), results in a pure (discontinuous) Galerkin variational form, while choosing \( \delta = h \) corresponds to SUPG, but DG can be more robust with a better choice for \( \delta \). As \( \delta \) increases, DG becomes more and more stable, although smearing of discontinuous solutions becomes more pronounced. This motivates our introduction of a discontinuous least-squares stabilized finite element method in Chapter 4, which closely follows the stabilized DG method, but in a bona fide least-squares framework.

Stabilized Galerkin methods, or Galerkin Least-Squares methods, are gaining popularity, although practical implementation and other computational issues are not yet fully resolved.

In the next chapter, we address pure least-squares formulations for the hyperbolic PDE, which is a highly stable method based on a minimization principle. This methodology has attractive computational benefits and is well developed for other classes of problems.

\subsection{2.4.3 Time Considerations}

Time-stepping techniques are a major focus for all of the methods presented in Sections 2.4.1 and 2.4.2. Leveque \cite{62} states that explicit time-stepping schemes are most widely used in finite difference and finite volume formulations. Others have described many DG finite element implementations based on Implicit Runge-Kutta (IRK) type methods. Questions concerning computational cost, accuracy, implementation, and stability arise in each of these formulations.

![Finite difference stencils](image)

(a) First Order Upwind (explicit)  
(b) Backward Euler (implicit)

Figure 2.7: Finite difference stencils.
Explicit time-stepping schemes, such as First Order Upwind (FOU), are straightforward to implement, since there are no algebraic systems to solve at each time step (the stencil is illustrated in Figure 2.7). However, stability of the method in time is heavily dependent on the size of the time step [49]. The CFL condition dictates how large the time step can be while still ensuring stability, and a large number of small time steps can drastically increase the total computation cost. Moreover, many of the explicit methods are low-order accurate in time, also forcing more time steps in order to achieve adequate resolution. High-order Runge-Kutta methods, however, can overcome this limitation.

Implicit time-stepping schemes, on the other hand, often do not place restrictions on time-step sizes where stability is concerned. Figure 2.7 illustrates the Backward Euler method, a typical (unconditionally stable) finite difference stencil. The ability to take larger time steps and the combination with high-order discretizations make implicit schemes competitive with explicit approaches. However, the total computational cost for implicit schemes is heavily dependent on the solution method used to solve the resulting linear system at each time step.

Both explicit and implicit time-stepping methods require careful attention in a high performance computing environment. Adaptive grid techniques can be difficult to develop for both types of methods. Spatial adaptivity is seemingly achievable, provided a sharp error estimator exists. However, adaptivity in space and time remains a challenge. Due to the nature of the time direction, time-stepping methods are inherently difficult to implement with adaptive meshing. This is also true in parallelizing these methods. Although the solution at each time step is quickly resolved, the number of time steps remains an issue. This motivates the use of space-time discretizations. In this approach, time is often treated simply as another dimension. An obvious disadvantage of this approach is that the linear system to be solved is at least as large as the number of time partitions multiplied by the number of spatial nodes. However, in some algorithms, adaptivity in space-time is easily handled, parallelization is more apparent, and coarsening in both space and time is achievable, resulting in efficient solves of the whole domain.
Chapter 3

Least-Squares Finite Elements

We noted in Sections 2.4.1 and 2.4.2 that finite difference, finite volume, and Galerkin-based finite element methods often lead to excessive oscillations in the numerical approximation, without special treatment. The oscillations are especially prevalent near discontinuities and in several finite element higher-order schemes. The classical Galerkin method is numerically unstable and additional stabilization terms are usually required. Streamline Upwind Petrov Galerkin (SUPG) methods (2.80), which use a least-squares stabilization term, are a common approach. Stabilized Discontinuous Galerkin (DG) methods follow this strategy, but extend in generality with the use of discontinuous finite element spaces. In this chapter, we introduce least-squares methods. The full least-squares method is still a Petrov-Galerkin approach, but differs from other formulations since it is based on a minimization principle that offers many theoretical and computational advantages (see Section 3.3).

Recall the model problem (2.83):

\[
\begin{align*}
\mathbf{b} \cdot \nabla u + cu &= f, \quad \text{in } \Omega, & (3.1a) \\
& \quad u = g, \quad \text{on } \Gamma_I, & (3.1b)
\end{align*}
\]

with \( \mathbf{b}(\mathbf{x}) \) a flow field on \( \Omega \subset \mathbb{R}^2 \) and

\[
\Gamma_I := \{ \mathbf{x} \in \partial \Omega : \mathbf{n}(\mathbf{x}) \cdot \mathbf{b}(\mathbf{x}) < 0 \}
\]

the inflow part of the boundary of domain \( \Omega \), where \( \mathbf{n}(\mathbf{x}) \) is the outward unit normal on \( \partial \Omega \).
We seek to minimize the square of the residual in the \( L^2 \)-norm: find \( u \in V \) such that

\[
    u = \arg\min_{v \in V} \mathcal{F}(u; f, g),
\]

where

\[
    \mathcal{F}(u; f, g) := ||b \cdot \nabla u + cu - f||^2_{0, \Omega} + ||u - g||^2_{\Gamma_I}.
\]

Here, \( || \cdot ||_{\Gamma_I} \) is a weighted \( L^2 \)-norm over the inflow boundary (cf. [50, 11]). We describe more notation in the next section and discuss the least-squares weak problem in further detail in Section 3.2.

### 3.1 Notation

First, we establish notation that is used throughout the remainder of this dissertation. Although we have briefly introduced the model problem in previous sections, important details have so far been ignored. We limit the majority of our discussions in this dissertation to two dimensions (\( d = 2 \)), referring to possible extensions to higher dimensions where appropriate. We use the standard definition and notation for a Sobolev space \( H^s(\Omega) \), for \( s \geq 0 \), and its associated inner product \( \langle \cdot, \cdot \rangle_{s, \Omega} \) and norm \( \| \cdot \|_{s, \Omega} \). For the case of \( s = 0 \), we use \( L^2(\Omega) \). Let \( H^0_0(\Omega) \) denote the closure in the \( \| \cdot \|_{s, \Omega} \)-norm of the linear space of infinitely differentiable functions with compact support in \( \Omega \).

We define the \textbf{curl} operator in 2-D by first considering the \textbf{curl} in 3-D:

\[
    \text{curl} = \nabla \times = \begin{bmatrix}
        0 & -\partial_z & \partial_y \\
        \partial_z & 0 & -\partial_x \\
        -\partial_y & \partial_x & 0
    \end{bmatrix}.
\]

From the dotted lines in (3.5), we define for distribution \( p \) and vector distribution \( w \) the following 2-D operators:

\[
    \text{curl} p = \nabla \times p = \begin{pmatrix}
        \partial_y p \\
        -\partial_x p
    \end{pmatrix},
\]

\[
    \text{curl} w = \nabla \times w = \partial_x w_2 - \partial_y w_1.
\]
The curl is the formal adjoint of the \textbf{curl} operator. We define $\text{div} \equiv \nabla \cdot$ in the standard way and let

$$H^1(\Omega) = \{ p \in L^2(\Omega) : \nabla p \in L^2(\Omega)^2 \},$$

(3.8)

$$H(\text{curl}, \Omega) = \{ p \in L^2(\Omega) : \nabla \perp p \in L^2(\Omega)^2 \},$$

(3.9)

$$H(\text{div}, \Omega) = \{ w \in L^2(\Omega)^2 : \nabla \cdot w \in L^2(\Omega) \},$$

(3.10)

which are Hilbert spaces with the respective norms

$$\| p \|_{H(\Omega, \text{grad})} := \left( \| p \|_{0, \Omega}^2 + \| \nabla p \|_{0, \Omega}^2 \right)^{\frac{1}{2}},$$

(3.11)

$$\| p \|_{H(\Omega, \text{curl})} := \left( \| p \|_{0, \Omega}^2 + \| \nabla \perp p \|_{0, \Omega}^2 \right)^{\frac{1}{2}},$$

(3.12)

$$\| w \|_{H(\Omega, \text{div})} := \left( \| w \|_{0, \Omega}^2 + \| \nabla \cdot w \|_{0, \Omega}^2 \right)^{\frac{1}{2}}.$$

(3.13)

Inner product notation and nonstandard spaces are defined as needed.

### 3.2 Least-Squares Finite Element Methodology

As summarized in Section 2.4.2, finite element methods for (3.1) have been considered before, in Galerkin, streamline upwind Petrov-Galerkin (SUPG), and residual distribution frameworks [1, 35, 55], for example. Least-squares terms have been added to Galerkin methods for stabilization (see e.g. [4, 48, 47]), and the SUPG method can be written as a linear combination of a Galerkin method and a least-squares term [35]. Full least-squares methods were considered numerically in [24, 52, 50]. A comparison of Galerkin, SUPG, and LSFEM for convection problems can be found in [11] and improved error estimates and convergence analysis for smooth solutions in the least-squares framework were addressed in [9]. Full least-squares formulations for (3.1) with discontinuous solutions are the primary focus of this dissertation. In this section, we motivate the use of the least-squares methodology and highlight some relevant results for the least-squares formulation of hyperbolic PDEs for the case of continuous solutions.

While least-squares finite element methods (LSFEMs) have been investigated extensively for equations of elliptic type [12, 21, 23, 50], their use for hyperbolic PDEs has only been
initiated recently [24, 11, 9]. LSFEMs are inherently attractive variational formulations for which well-posedness of the resulting discrete problems can often be proved rigorously. The main advantage of least-squares methods is that the formulation is based on a minimization principle. A clear optimization strategy is often not apparent in many numerical approaches and this is one of the main advantages that the least-squares functional provides. The minimization principle incorporates the notion of optimality in the method, aiding in the development of appropriate discretizations for problems with a variety of anomalies, including the discontinuities and nonlinearities [66] that arise in hyperbolic equations.

Given a (first-order) system

\[ \mathcal{L} u = f, \quad \text{in } \Omega, \]
\[ \mathcal{B} u = g, \quad \text{on } \Gamma, \]

we seek to minimize the least-squares functional

\[ G(u; f, g) := \| \mathcal{L} u - f \|_{0,\Omega}^2 + \| \mathcal{B} u - g \|_{1,\Gamma}^2, \]

(3.15)

where \( \| \cdot \|_{\Gamma} \) is typically the \( H^{1/2} \)-norm or a weighted \( L^2 \)-norm. This yields a weak problem: find \( u \in V \) such that

\[ \mathcal{F}(u, v) = \ell(v) \quad \forall v \in V, \]

(3.16)

where

\[ \mathcal{F}(u, v) = \langle \mathcal{L} u, \mathcal{L} v \rangle_{0,\Omega} + \langle \mathcal{B} u, \mathcal{B} v \rangle_{\Gamma}, \]

(3.17)

\[ \ell(v) = \langle f, \mathcal{L} v \rangle_{0,\Omega} + \langle g, \mathcal{B} v \rangle_{\Gamma}. \]

(3.18)

Suppose that the (symmetric) bilinear form is \( V \)-elliptic, that is, coercive and continuous with respect to the norm of some Hilbert space, \( V \). Then well-posedness can easily be established and also holds for any finite-dimensional subspace, \( V^h \subset V \).

Berndt, Manteuffel, and McCormick [7] suggest additional benefits to this approach. Since the minimum of the functional is known (zero), a sharp a posteriori error estimator is
available as a natural measure of the quality of the solution. Let \( u \) denote the exact solution to (3.14) and let \( u^h \) be a numerical approximation. Then the functional residual equation says

\[
G(u^h; f, g) = G(u - u^h; 0, 0) = G(e^h; 0, 0) \\
= F(u - u^h, u - u^h).
\]

Since \( F(\cdot, \cdot) \) is \( V \)-elliptic, (3.20) provides an a posteriori global error estimator. The functional residual is equivalent to the \( V \)-norm of the error, up to a constant:

\[
c_0 \|e^h\|^2_V \leq F(e^h, e^h) \leq c_1 \|e^h\|^2_V. \tag{3.21}
\]

We also have a local error estimator given by the element contributions to \( G(u^h; f, g) \) and sharpness of the least-squares error estimator is established and addressed in detail in [7]. In general, practical a posteriori error estimators are not readily available in other variational formulations, although they can often be computed with additional work for many applications, including hyperbolic PDEs [77, 76, 78]. Even with the availability of effective error indicators, however, the implementation and computational difficulties of adaptive mesh-refinement techniques remains a large area of active research [3, 71].

The least-squares approach also provides a natural setting for the use of nonconforming finite elements. In particular, the least-squares method greatly simplifies Strang’s Second Lemma (cf. [13, 6]), which aides in proving well-posedness of the nonconforming method. We develop and analyze a nonconforming least-squares finite element method in the following chapter that utilizes this advantage of the least-squares formulation.

Often, equations are transformed into a first-order system where a least-squares functional is formulated to decouple the system variables. The process is attractive since it avoids the LBB condition in finite elements, as well as the need to use staggered grids and other restrictions [66]. Minimizing the \( L^2 \)-norm is the most common and generally most effective form of the least-squares method, although successful algorithm have been developed for \( H^{-1} \)-norm [14] and for least-squares in an adjoint setting [22]. As mentioned above, least-squares has been particularly successfully for elliptic-type problems [12, 21, 23, 50]. The success is largely due to
$H^1$ equivalence ($H^1$ ellipticity) of the first-order systems of equations. With this level of equivalence, both optimal finite element and multigrid convergence is theoretically proved and indeed verified computationally (see [23] and the references therein). The least-squares methodology also provides a natural setting for multigrid iterative methods. With a least-squares discretization, multigrid solution methods are greatly simplified. An appropriate relaxation strategy and adequate interpolation schemes are all that need to be determined, with the coarse-grid and restriction operators provided naturally by the minimization process. We use this motivation throughout the dissertation and comment on various aspects of geometric and algebraic multigrid methods for the linear systems resulting from the least-squares method for hyperbolic PDEs. Computational implementation and complexity have not previously been addressed for numerical methods for hyperbolic conservation laws in this setting, and we intend to integrate these ideas throughout the thesis.

3.3 Least-Squares Finite Elements Methods for Hyperbolic PDEs with Smooth Solutions

Although the solutions to problems we seek to discretize do not possess nearly enough smoothness to make the least-squares bilinear form $H^1$ equivalent, we nonetheless pose the hyperbolic problem in a least-squares setting to appeal to its other advantages. A least-squares method for smooth solutions of the hyperbolic PDEs introduced by Bochev and Choi [11, 9] shows encouraging results for discontinuous solutions. We consider this approach further below, but begin instead by applying the standard least-squares minimization technique (cf. [11, 50]) to scalar linear partial differential equations of hyperbolic type that are of the form (3.1).

Without loss of generality, we let $c = 1$ for the remainder of this chapter. We restate (3.1) as the minimization of the least-squares functional

$$
\mathcal{G}(u; f, g) := \| \mathbf{b} \cdot \nabla u + u - f \|^2_{0, \Omega} + \| u - g \|_{\Gamma_T}^2,
$$

(3.22)
where
\[ \|g\|_{\Gamma_1}^2 = \int_{\Gamma_1} |\mathbf{n} \cdot \mathbf{b}|g^2 \, ds. \] (3.23)

Denote by \( \langle \cdot, \cdot \rangle_{\Gamma_1} \) the associated inner product. The space of admissible boundary data is formally considered in the next chapter, where theoretical justification of the least-squares formulation is presented. The weak problem associated with this minimization principle is the following.

**Problem 3.1.** Find \( u \in V \) such that
\[
\mathcal{F}(u, v) = F(v), \quad \forall v \in V,
\] (3.24)

where
\[
\mathcal{F}(u, v) := (\mathbf{b} \cdot \nabla u + u, \mathbf{b} \cdot \nabla v + v)_{0, \Omega} + (u, v)_{\Gamma_1},
\] (3.25)
\[
F(v) := (f, \mathbf{b} \cdot \nabla v + v)_{0, \Omega} + (g, v)_{\Gamma_1},
\] (3.26)

and \( V \) is any subspace of \( H^{1+\varepsilon}(\Omega) \).

Compare this problem with Problems 2.4, 2.5, and 2.6, the forms for Galerkin, SUPG, and Discontinuous Galerkin methods, respectively. We consider here conforming finite element subspaces for this problem. In particular, elements of varying polynomial degree are discussed.

Let \( V^h \) be a space of continuous piecewise polynomials,
\[
V^h = \mathcal{M}^h \cap C^0(\Omega),
\] (3.27)
\[
\mathcal{M}^h = \{ p : p \in \mathcal{P}_k(\tau), \forall \tau \in \mathcal{T}^h \},
\] (3.28)

where \( \mathcal{P}_k(\tau) \) is the space polynomials of degree \( k \) over the domain \( \tau \).

### 3.3.1 Quotation of Results

In this section, we summarize several results that have previously been established. The conclusions derived are for smooth solutions and based on Problem 3.1. Convergence properties
of the least-squares approximation for smooth solutions are important to establish in order to accurately compare with the performance for discontinuous solutions.

Existence and uniqueness of Problem 3.1 can easily be obtained based on the coercivity and continuity of the problem together with the assumption of smoothness of the solution. Define the least-squares energy norm to be

\[
\|u\|_V := \|u\|^2_{0,\Omega} + \|b \cdot \nabla u\|^2_{0,\Omega} + \|u\|^2_{\Gamma_I}.
\] (3.29)

We state coercivity and continuity with respect to this norm in the following way.

**Lemma 3.2 (Continuity and Coercivity).** Let \(u, v \in H^1(\Omega), f \in L^2(\Omega), \) and \(g \in L^2(\Gamma_I)\). Assume \(1 - \frac{1}{2} \nabla \cdot b \geq \alpha > 0\). Then there exist constants \(c_0\) and \(c_1\) such that

\[
\mathcal{F}(u, v) \leq c_0 \|u\|_V \|v\|_V,
\] (3.30)

\[
\mathcal{F}(v, v) \geq c_1 \|v\|^2_V.
\] (3.31)

**Proof.** Using the Cauchy-Schwarz and triangle inequalities, we have

\[
\mathcal{F}(u, v) = \langle b \cdot \nabla u + u, b \cdot \nabla v + v \rangle_{0,\Omega} + \langle u, v \Gamma_I \rangle
\]

\[
\leq (\|u\|^2_{0,\Omega} + \|b \cdot \nabla u\|^2_{0,\Omega})(\|v\|^2_{0,\Omega} + \|b \cdot \nabla v\|^2_{0,\Omega}) + \|u\|_{\Gamma_I} \|v\|_{\Gamma_I}
\]

\[
\leq c_0 \|u\|_V \|v\|_V.
\] (3.32)

By Green’s Formula for this problem (Lemma 18.1, in [35]), we have

\[
\mathcal{F}(v, v) = \|b \cdot \nabla v\|^2_{0,\Omega} + \|v\|^2_{0,\Omega} + \|v\|^2_{\Gamma_I}
\]

\[
+ \langle b \cdot \nabla v, v \rangle_{0,\Omega}
\]

\[
= \|b \cdot \nabla v\|^2_{0,\Omega} + (1 - \frac{1}{2} \nabla \cdot b)\|v\|^2_{0,\Omega}
\]

\[
+ \|v\|^2_{\Gamma_I} + \frac{1}{2} \int_{\Gamma} b \cdot v^2 ds
\]

\[
= \|b \cdot \nabla v\|^2_{0,\Omega} + (1 - \frac{1}{2} \nabla \cdot b)\|v\|^2_{0,\Omega}
\]

\[
+ \frac{1}{2} \|v\|^2_{\Gamma_I} + \frac{1}{2} \|v\|^2_{\Gamma_O}
\]

\[
\geq c_1 \|v\|^2_V. \]

\[\square\]
Remark 3.3. The assumption that $1 - \frac{1}{2} \nabla \cdot b \geq \alpha > 0$ is often necessary for Galerkin-based methods and simplifies the proof for the least-squares formulation. We avoid this restriction in Chapter 4 by establishing a Poincaré inequality and a trace Theorem for the general case.

We can now conclude existence and uniqueness. We denote by $V^h$ a finite dimensional subspace of $V \subset H^1(\Omega)$. One example for $V^h$ is the space of standard continuous bilinear finite elements. In summary, we have

**Corollary 3.4 (Existence and Uniqueness).** There exists a unique solution $u \in H^1(\Omega)$ to Problem 3.1, and a unique solution $u^h \in V^h$ to the corresponding discrete problem.

**Proof.** The Lax-Milgram Theorem [13] establishes the result for $u$. Existence and uniqueness also follow for $u^h$, since $V^h \subset H^1(\Omega)$. This is also described for this problem in [9, 25]. \qed

The next result can be found in many standard finite element texts (see [18, 26]). It provides an important benchmark for the quality we obtain in our results.

**Lemma 3.5.** For any $u \in H^{k+1}(\Omega)$, where $k$ is the degree of a piecewise polynomial continuous space, $V^h$, there exists interpolant $\Pi^h u \in V^h$ such that

\begin{align*}
\|u - \Pi^h u\|_{s, \Omega} &\leq C h^{k+1-s} \|u\|_{k+1, \Omega}, \\
\|u - \Pi^h u\|_{\Gamma_1} &\leq C h^{k+\frac{1}{2}} \|u\|_{k+1, \Omega},
\end{align*}

where $C$ is a grid independent constant and $0 \leq s \leq k$.

These inequalities do not directly determine the accuracy of the least-squares approximation, although they are used in the following theorem to prove the desired relation.

**Theorem 3.6 (Energy Norm a priori Estimate).** Let $u \in H^{k+1}(\Omega)$ be the solution to (3.1) and let $u^h \in V^h$ be the solution to the least-squares weak problem (3.24). Then there exists a constant $C$, independent of $h$, such that

\begin{equation}
\|u - u^h\|_V \leq C h^k \|u\|_{k+1, \Omega}.
\end{equation}
Proof. Recall that the least-squares minimization principle implies

$$\|u - u^h\|_V = \inf_{v^h \in V^h} \|u - v^h\|_V$$

$$\leq \|u - \Pi^h u\|_V,$$  

(3.36)

where $\Pi^h u$ is the interpolant from Lemma 3.5. We then have

$$\|u - u^h\|_V \leq c \left( |b \cdot \nabla (u - \Pi^h u)|^2_{0, \Omega} + \|u - \Pi^h u\|^2_{0, \Omega} + \|u - \Pi^h u\|^2_{T_f} \right)^{\frac{1}{2}}$$

$$\leq c \left( h^{2k} \|u\|^2_{0, \Omega} + h^{2(k+1)} \|u\|^2_{0, \Omega} + h^{2(k+\frac{1}{2})} \|u\|_{k+1, \Omega} \right)^{\frac{1}{2}}$$

$$\leq ch^k \|u\|_{k+1, \Omega}.$$  

(3.37)

Convergence in the energy norm is critical in establishing stability of the discretization, while $L^2$-norm estimates are important because they indicate how well we are resolving certain profiles in the solution, such as steep slopes or discontinuities. Recalling (2.82), we find a gap of $\frac{1}{2}$ for the $L^2$-norm error estimates. For the LSFEM, a gap of 1 can be found directly from (3.35), which is summarized by the following.

**Lemma 3.7 ($L^2$ a priori estimate).** Under the assumptions of Theorem 3.6, there exists a constant $C$, independent of $h$, such that

$$\|u - u^h\|_0 \leq Ch^k \|u\|_{k+1, \Omega}.$$  

(3.38)

Proof. The result follows immediately from Theorem 3.6.  

For grid aligned flow—e.g., $b = (1, 0)$—Bochev and Choi [9] improve this bound to find a gap of $\frac{2}{3}$. Moreover, numerically, they find no gap for smooth solutions. We find similar convergence results as reported in [11] and we comment on how these results carry into the study of discontinuous solutions.

We consider two continuous solutions that differ in degree of smoothness, both of which are used in [11] for a comparative study of Galerkin, SUPG, and LS finite element methods. We investigate these results to gain an understanding of the performance we should expect in
the discontinuous case. Consider a constant advection given by \( \mathbf{b} = (\cos(\theta), \sin(\theta)) = (b_1, b_2) \), where \( \theta \) is the angle the flow makes with the \( x \)-axis. Let \( \theta = \frac{\pi}{6} \) and \( \Omega = [0, 1]^2 \) for this brief study.

**Example #1:** \( u \in H^{k+1}(\Omega) \), where \( k \geq 1 \) is the polynomial degree of the finite element test space \( V^h \), (3.27):

\[
\begin{align*}
  u(x, y) &= \frac{1}{(y - (\frac{b_2}{b_1} x + 0.5))^2 + .1}.
\end{align*}
\]

This example allows us to use a zero right side, \( f \), since \( \mathbf{b} \cdot \nabla u = 0 \). The solution is infinitely smooth and is illustrated in Figure 3.1.

**Example #2:** \( u \in H^{1+\varepsilon}(\Omega) \):

\[
\begin{align*}
  u(x, y) &= \begin{cases}
    \frac{1}{(y - (\frac{b_2}{b_1} x)^2 + .1}, & \text{if } y \geq \frac{b_2}{b_1} x \\
    \frac{20}{\pi}, & \text{if } y < \frac{b_2}{b_1} x.
  \end{cases}
\end{align*}
\]

This example is based on Example #1, which allows us to use a zero right side. Although the solution is still continuous, we cannot apply our previous theorems because \( u \notin H^{k+1}(\Omega) \). The non-smooth edge can be seen emanating from the origin in Figure 3.1.

For completeness, we add the following example, which is similar to the discontinuous solutions considered in the next chapter. The profile is displayed in Figure 3.1.

**Example #3:** \( u \in H^{1/2-\varepsilon}(\Omega) \):

\[
\begin{align*}
  u(x, y) &= \begin{cases}
    \frac{1}{(y - (\frac{b_2}{b_1} x)^2 + .1}, & \text{if } y \geq \frac{b_2}{b_1} x \\
    0, & \text{if } y < \frac{b_2}{b_1} x.
  \end{cases}
\end{align*}
\]

<table>
<thead>
<tr>
<th>( k )</th>
<th>( L^2 )-norm</th>
<th>Energy norm</th>
<th>Expected ( L^2 )</th>
<th>Expected Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.93</td>
<td>1.00</td>
<td>1.33</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>3.62</td>
<td>1.99</td>
<td>2.33</td>
<td>2.00</td>
</tr>
<tr>
<td>3</td>
<td>4.47</td>
<td>2.85</td>
<td>3.33</td>
<td>3.00</td>
</tr>
</tbody>
</table>

Table 3.1: Finite element convergence for Example #1, (3.39).
Our results complement those obtained by Bochev and Choi [11]. Table 3.1 shows convergence for various polynomials degrees in the $L^2$ and energy norms for Example #1. We present the convergence rates using a triangular mesh, although using a quadrilateral mesh reveals similar trends. What we obtain matches the expected convergence rates and tends toward or exceeds the optimal rates for several of values of $k$. An important property is that the magnitude of the error is smaller for higher-order elements per degree of freedom. See Figure 3.2.

As shown in Table 3.3, the convergence for Example #2 is severely degraded. Since $u$ is only in $H^{1+\varepsilon}(\Omega)$, the assumptions for Theorem 3.6 and Lemma 3.7 are not met. However, the performance is still adequate and we see a slight increase in the convergence rates as the

![Figure 3.1: Solution examples.](image)

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L^2$-norm</th>
<th>Energy norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.92</td>
<td>.97</td>
</tr>
<tr>
<td>2</td>
<td>.98</td>
<td>1.09</td>
</tr>
<tr>
<td>3</td>
<td>1.15</td>
<td>1.10</td>
</tr>
</tbody>
</table>

Table 3.2: Finite element convergence for Example #2, (3.40).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L^2$-norm</th>
<th>Energy norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.24</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.32</td>
<td>.31</td>
</tr>
<tr>
<td>3</td>
<td>.36</td>
<td>.34</td>
</tr>
</tbody>
</table>

Table 3.3: Finite element convergence for Example #3, (3.41).
polynomial degree increases. Moreover, the errors are smaller per degree of freedom for higher-order elements, Figure 3.3.

We briefly present results for Example #3 in Table 3.3. We find similar behavior for the discontinuous profile as we did for Example #3. Convergence is poor, although expected, because we are approximating discontinuous profiles with a continuous finite element space. This type of approximation is the focus of the next chapter.

Although we have thus far only presented a theoretical basis for solutions smooth enough to be in $H^{k+1}(\Omega)$, we can draw conclusions about the LSFEM for discontinuous solutions. Recall the stability estimates for the three main finite element approaches. We have

\begin{align*}
\|u_h\|_{0,\Omega} + \|u_h\|_{0,\Gamma} &\leq C\|f\|_{0,\Omega}, \quad (3.42a) \\
\|u_h\|_{0,\Omega} + \sqrt{h}\|b \cdot \nabla u_h\|_{0,\Omega} + \|u_h\|_{0,\Gamma} &\leq C\|f\|_{0,\Omega}, \quad (3.42b) \\
\|u_h\|_{0,\Omega} + \|b \cdot \nabla u_h\|_{0,\Omega} + \|u_h\|_{0,\Gamma} &\leq C\|f\|_{0,\Omega}, \quad (3.42c)
\end{align*}

for Galerkin (2.77), SUPG (2.81), and Least-Squares, respectively. These estimates reveal the superiority of the LSFEM to control streamline derivatives, an advantage of the least-squares approach that motivates studying discontinuous solutions in this framework. Stability is a common roadblock to many methods, particularly for higher-order accurate schemes. A comparative study of the three methods in [11] finds that the least-squares method maintains attractive solution quality over the standard Galerkin and SUPG methods in terms of oscillations, overshoots, and undershoots, yet, smearing of the discontinuity is more pronounced. The results in Table 3.3 are encouraging and lead us to a more comprehensive analysis of the solution quality, convergence per degree of freedom, and theoretical background in the next chapter.
Figure 3.2: Convergence plots for Example #1.
Figure 3.3: Convergence plots for Example #2.
Chapter 4

Least-Squares Finite Elements for the Advection Equation

We consider scalar linear PDEs of hyperbolic type of the form

\[ b \cdot \nabla u = f, \quad \text{in } \Omega, \quad (4.1a) \]
\[ u = g, \quad \text{on } \Gamma_I, \quad (4.1b) \]

with \( b(x) \) a flow field on \( \Omega \subset \mathbb{R}^d \),

\[ \Gamma_I := \{ x \in \partial \Omega : n(x) \cdot b(x) < 0 \} \quad (4.2) \]

the inflow part of the boundary of domain \( \Omega \), and, \( n(x) \) is the outward unit normal on \( \partial \Omega \).

Equations of this type, often called transport equations or linear advection equations, arise in many applications in science and engineering, as noted in Chapter 2. For the last several decades, much effort has been devoted to finding more accurate and efficient numerical solution methods for equations of this form. Not only do these equations have wide applications by themselves, but they also form a prototype for more general hyperbolic problems, including systems of nonlinear conservation laws [61] or transport equations in phase space [63] (see Section 2.1). Successful numerical methods for (4.1a-4.1b) can often be used as building blocks for the numerical solution of more complicated hyperbolic PDEs [61].

As discussed in Chapter 3, least-squares finite element formulations lead to a number of additional computational benefits for hyperbolic PDEs. The method results in stable numerical approximations with attractive solution quality, including limited oscillations and contained
overshoots and undershoots. The least-squares approach also leads to near optimal finite element convergence for smooth solutions. Another advantage of the LSFEM approach is that higher-order accurate methods can easily be constructed to be linear (for linear or linearized PDEs). As is shown in this section, these linear higher-order discretizations do not exhibit spurious oscillations at discontinuities and overshoots do not grow. This is in contrast to most other methods, e.g. DG methods, where nonlinear limiter functions must be employed to maintain monotonicity [27].

Discontinuous finite element methods for hyperbolic PDEs, in particular, DG methods [54], have enjoyed substantial interest in recent years [27, 47]. They have proved to be effective and versatile high-order methods for nonlinear hyperbolic systems with natural conservation properties and good monotonicity properties near discontinuities due to up-winding. They can handle non-matching grids and nonuniform polynomial approximations, with orthogonal bases which lead to diagonal mass matrices, and they are easily parallelized by using block-type preconditioners [27, 47]. We extend the standard LSFEM to a nonconforming discontinuous least-squares finite element method (DLSFEM) in Section 4.4.

The contributions of this chapter are twofold. First, we establish finite element convergence estimates for the continuous and discontinuous LSFEM formulations we propose. In Section 4.1, we start by presenting a trace theorem that precisely identifies the space of admissible boundary data. Our continuous LSFEM is a modification of the LSFEM studied by Bochev and Choi [9] for a problem similar to (4.1a-4.1b). We briefly studied the alternative problem in Chapter 3, equation (3.1), where (4.1a) is replaced by

\[ b \cdot \nabla \rho + cu = f \quad \text{in } \Omega. \]  

\[ (4.3) \]

Unfortunately, the convergence proof in [9] for this modified problem does not carry over to our LSFEM formulation for (4.1a-4.1b). Our discontinuous LSFEM (DLSFEM) is a slight modification of the method proposed by Houston et al. in [47], which does not provide a rigorous finite element convergence proof for this method. So the theory developed here is important in
establishing the efficacy of our approach.

Second, we numerically study the order of convergence of our LSFEM and DLSFEM for discontinuous flow solutions in the general case that the discontinuity is not aligned with the computational mesh. For extensive studies of solution quality and convergence orders for continuous flows, we refer to [11, 9, 47]. Bochev and Choi [11] show in numerical LSFEM experiments that no substantial spurious oscillations arise near discontinuities in the solution. This finding is confirmed in Houston et al. [47] for DLSFEM. Both papers show that, for continuous flows, the accuracy of the (D)LSFEM is comparable to (D)G and (D)SUPG results (especially for higher-order elements and fine grids), while for discontinuous solutions the smearing is substantially larger in the (D)LSFEM results. Unfortunately, [11, 47] do not obtain order of convergence estimates for discontinuous flow solutions. We thus study numerical convergence of discontinuous flow solutions for elements of increasing polynomial degree on triangular and quadrilateral meshes. Our numerical study of discontinuous flow simulation with LSFEM and DLSFEM yields interesting results. The smearing of the discontinuity improves while the overshoots and oscillations remain contained as we increase the order of the polynomial degree of the finite elements. We find an increase in the convergence rate as the polynomial degree increases. We observe similar behavior in the $L^2$ norm and functional norm for LSFEM and DLSFEM and for different scalar flow fields.

This chapter is organized as follows. In the next section, we examine the space of admissible boundary data ($g$ in (4.1b)) and establish a trace theorem and Poincaré inequality. This leads, in Section 4.2, to the formulation of a least-squares minimization principle from which a weak form is derived. Coercivity and continuity are proved and a priori estimates are obtained. Well-posedness is also proved for a slightly modified functional that is suitable for computations. In Section 4.3, we describe conforming finite element methods that are obtained when the least-squares functional is minimized over finite-dimensional subspaces and error bounds for discontinuous solutions are discussed. In Section 4.4, a discontinuous LSFEM is obtained by minimizing a modified functional that incorporates jump terms over a discontinu-
ous finite dimensional space. Section 4.5 presents a numerical study of the convergence behavior of LSFEM and DLSFEM for discontinuous solutions and for elements of increasing polynomial degree on triangular and quadrilateral meshes. Sharpness and monotonicity of the approximate solution in the neighborhood of discontinuities are investigated.

4.1 Admissible Boundary Data

In this section, we examine the space of admissible boundary data for (4.1a-4.1b) and formulate a Poincaré inequality and a trace theorem. Given $\Omega$ in (4.1a-4.1b) $\subset \mathbb{R}^d$, let $b(x) = (b_1(x), \ldots, b_d(x)) \in L^2(\Omega)^d$ be a vector field on $\Omega$. We make the following assumptions on $b$:

for any $\hat{x} \in \Gamma_I$, let $x(r) = (x_1(r), \ldots, x_d(r))$ be a streamline of $b$, that is, the solution of

$$\frac{dx_i(r)}{dr} = b_i(x(r)), \quad i = 1, \ldots, d, \quad (4.4)$$

with initial condition $x(r_0) = \hat{x}$. In this thesis, we limit the discussion to the case where $d = 2$, although extensions to higher dimensions can be established [64]. Assume that there exist constants $\beta_0$ and $\beta_1$ such that $0 < \beta_0 \leq |b| \leq \beta_1 < \infty$ on $\Omega$. We assume that there exists a transformation to a coordinate system $(r, s)$ such that the streamlines align with the $r$ coordinate direction and that the Jacobian, $J$, of the transformation is bounded. This implies that no two streamlines intersect and that $\Omega$ is the collection of all such streamlines. Further, we assume that every streamline connects $\Gamma_I$ and $\Gamma_O$ with a finite length $\ell(\hat{x})$, where $\hat{x} \in \Gamma_I$. We require partition $T^h$ of $\Omega$ to be an admissible, quasi-uniform tessellation (see [13, 18]). We assume the same for $\hat{T}^h$ of $\hat{\Omega}$, the image of $T^h$ under the transformation. For our numerical tests, we use uniform partitions of triangles and quadrilaterals for $T^h$. A specific structure for $\hat{T}^h$ need not be defined, as it is used only theoretically to simplify certain proofs.

We define the boundary norm

$$\|g\|_{B_\ell}^2 := \int_{\Gamma_I} \ell(x) |\hat{b} \cdot \hat{n}| g^2 d\sigma, \quad (4.5)$$

where $\hat{b}$ is the unit vector in the direction $b$ and $\ell(x)$ is the length of the streamline of $b$ connecting $x(\sigma) \in \Gamma_I$ to the outflow boundary $\Gamma_O$. Define the space $B_\ell$ to be the closure of
$C_0^\infty(\Gamma_I)$ in the $B_\ell$-norm (4.5). Assuming that $f \in L^2(\Omega)$ in (4.1a) and using standard notation for $L^2$ norms, we define the natural norm (often called the graph norm) as

$$
\|u\|^2_{V_\ell} := \|u\|^2_{0,\Omega} + \|b \cdot \nabla u\|^2_{0,\Omega},
$$

and the solution space as

$$
V_\ell := \{u \in L^2(\Omega) : \|u\|_{V_\ell} < \infty\}.
$$

**Remark 4.1.** Depending on $b$ and $\Omega$, $B_\ell$ can be larger than $L^2(\Gamma_I)$. As an example, take $\Omega = [0,1]^2$. We can construct a vector field $b$ that is small at the origin, while the function is large in comparison. Let

$$
b(x) = (y, x)
$$

and let $g(x,y)$ be the restriction of

$$
\tilde{g}(x,y) = (x+y)^{-\frac{1}{2}}
$$

to the inflow boundary

$$
\Gamma_I = [0,1] \times \{0\} \cup \{0\} \times [0,1].
$$

It follows that $\|g\|_{0,\Omega} = \infty$, while $\|g\|_{B_\ell}$ is finite. Similar examples hold where $\ell(x)$ is small in regions where $g(x,y)$ is not square integrable on $\Gamma_I$.

**Lemma 4.2 (Trace Inequality).** If $u \in V_\ell$ and $u = g$ on $\Gamma_I$, then there exists a constant $C$, depending only on $\beta_0$, $\Omega$, and the transformation Jacobian $J$, such that

$$
\|g\|^2_{B_\ell} \leq C \left( \|u\|^2_{0,\Omega} + \|b \cdot \nabla u\|^2_{0,\Omega} \right).
$$

**Proof.** We first prove (4.11) assuming $b$ is constant. Let $\bar{b} = \frac{1}{|b|}b$, the unit vector in the direction of $b$. For every $\bar{x} \in \Gamma_I$, let

$$
\ell(\bar{x}) = |s_1(\bar{x})|,
$$

where $(0,s_1)$ is the largest interval for which $\bar{x} + s b \in \Omega$ for all $s \in (0,s_1)$. Here, $\bar{b} = \bar{b}(\bar{x})$ generates the unique streamline intersecting the point $\bar{x}$. Let $d\sigma$ be the differential arc length
along $\Gamma_I$ and $\mathbf{n}$ the outward unit normal on $\Gamma_I$. Then, for any $u \in V_{\varepsilon}$, we have

$$\int_{\Omega} u(\mathbf{x}) \, dA = \int_{\Gamma_I} \int_{0}^{s_1(\mathbf{x})} u(\mathbf{x} + s\mathbf{b}) \, ds \, |\mathbf{b} \cdot \mathbf{n}| \, d\sigma. \quad (4.13)$$

For any $s \in [0, s_1(\mathbf{x})]$, we have

$$u^2(\mathbf{x} + s\mathbf{b}) = u^2(\mathbf{x}) + \int_{0}^{s} \mathbf{b} \cdot \nabla u^2(\mathbf{x} + t\mathbf{b}) \, dt, \quad (4.14)$$

so

$$u^2(\mathbf{x}) \leq u^2(\mathbf{x} + s\mathbf{b}) + \int_{0}^{s_1(\mathbf{x})} \left| \mathbf{b} \cdot \nabla u^2(\mathbf{x} + t\mathbf{b}) \right| \, dt. \quad (4.15)$$

Integrating over $(0, s_1(\mathbf{x}))$ with length element $dt$ and using the relation $\ell(\mathbf{x}) = \int_{0}^{s_1(\mathbf{x})} dt$, we thus obtain

$$\ell(\mathbf{x})u^2(\mathbf{x}) \leq \int_{0}^{s_1(\mathbf{x})} u^2(\mathbf{x} + t\mathbf{b}) \, dt + \ell(\mathbf{x}) \int_{0}^{s_1(\mathbf{x})} \left| \mathbf{b} \cdot \nabla u^2(\mathbf{x} + t\mathbf{b}) \right| \, dt. \quad (4.16)$$

Integrating along $\Gamma_I$ with length element $|\mathbf{b} \cdot \mathbf{n}| d\sigma$ yields

$$\int_{\Gamma_I} \ell(\mathbf{x})u^2(\mathbf{x}) |\mathbf{b} \cdot \mathbf{n}| d\sigma \leq \int_{\Gamma_I} \int_{0}^{s_1(\mathbf{x})} u^2(\mathbf{x} + t\mathbf{b}) \, dt \, |\mathbf{b} \cdot \mathbf{n}| \, d\sigma$$

$$+ \int_{\Gamma_I} \ell(\mathbf{x}) \int_{0}^{s_1(\mathbf{x})} \left| \mathbf{b} \cdot \nabla u^2(\mathbf{x} + t\mathbf{b}) \right| \, dt \, |\mathbf{b} \cdot \mathbf{n}| \, d\sigma. \quad (4.17)$$

Let $D = \text{diam}(\Omega)$. Applying the Cauchy-Schwarz and $\varepsilon$ inequalities, we thus have

$$\|u\|^2_{H_2} \leq \|u\|^2_{0,\Omega} + 2D\|\mathbf{b} \cdot \nabla\|u\|_{0,\Omega}$$

$$\leq \|u\|^2_{0,\Omega} + D^2\|u\|^2_{0,\Omega} + \|\mathbf{b} \cdot \nabla\|^2\|u\|^2_{0,\Omega}$$

$$\leq C(\|u\|^2_{0,\Omega} + \|\mathbf{b} \cdot \nabla\|^2\|u\|^2_{0,\Omega}). \quad (4.18)$$

For the general case of variable $\mathbf{b}(\mathbf{x})$, the bound (4.11) follows using the assumed transformation with bounded Jacobian and the fact that $u = g$ on the inflow boundary $\Gamma_I$. \hfill $\Box$

**Remark 4.3.** The constants $C$ that appear in Lemma 4.2 and throughout the rest of the dissertation are generic and may change value with each occurrence, but depend only on $\beta_0$, $\Gamma_I$, and $\Omega$.
Lemma 4.4 (Poincaré Inequality). Let \( D = \text{diam}(\Omega) \). There exists a constant \( C \), depending only on \( \beta_0, \Omega, \) and the transformation Jacobian \( J \), such that

\[
\|u\|_{0,\Omega}^2 \leq C(\|u\|^2_{B_\varepsilon} + D^2\|b \cdot \nabla u\|_{0,\Omega}^2). \tag{4.19}
\]

Proof. As in the preceding proof, we derive this Poincaré inequality for constant \( b \) and rely on the transformation with bounded Jacobian to achieve the general result. Let \( \tilde{b} = \frac{1}{|b|}b \) and let \( 0 \) and \( s_1(x) \) be as in the proof of Lemma 4.2. For every \( \hat{x} \in \Gamma_I \), let \( \ell(\hat{x}) = |s_1(\hat{x})| \). Also, let \( \tilde{b} = \tilde{b}(\hat{x}) \) generate the unique streamline intersecting the point \( \hat{x} \). Notice that for \( s \in [0, s_1(x)] \), we have

\[
u(\hat{x} + s\tilde{b}) = u(\hat{x}) + \int_0^s \tilde{b} \cdot \nabla u(\hat{x} + t\tilde{b}) \, dt. \tag{4.20}
\]

Squaring both sides and using the \( \varepsilon \) and Jensen inequalities yields

\[
|u(\hat{x} + s\tilde{b})|^2 \leq 2 \left( |u(\hat{x})|^2 + \left( \int_0^{s_1(\hat{x})} |\tilde{b} \cdot \nabla u(\hat{x} + t\tilde{b})| \, dt \right)^2 \right) \leq 2 \left( |u(\hat{x})|^2 + \ell(\hat{x}) \int_0^{s_1(\hat{x})} |\tilde{b} \cdot \nabla u(\hat{x} + t\tilde{b})|^2 \, dt \right). \tag{4.21}
\]

Integrating over \((0, s_1(\hat{x}))\) with \( dt \) and using the relation \( \ell(\hat{x}) = \int_0^{s_1(\hat{x})} dt \) we thus obtain

\[
\int_0^{s_1(\hat{x})} |u(\hat{x} + t\tilde{b})|^2 \, dt \leq 2 \left( \ell(\hat{x})|u(\hat{x})|^2 + \ell(\hat{x})^2 \int_0^{s_1(\hat{x})} |\tilde{b} \cdot \nabla u(\hat{x} + t\tilde{b})|^2 \, dt \right). \tag{4.22}
\]

Integrating along \( \Gamma_I \) with \( |\tilde{b} \cdot n|\,d\sigma \) and using (4.13) then yields

\[
\|u\|^2_{0,\Omega} \leq 2 \int_{\Gamma_I} \ell(\hat{x})u^2(\hat{x})|\tilde{b} \cdot n|\,d\sigma + D^2\|b \cdot \nabla u\|_{0,\Omega}^2 \leq C \left( \|u\|^2_{B_\varepsilon} + D^2\|b \cdot \nabla u\|_{0,\Omega}^2 \right). \tag{4.23}
\]

The following trace theorem establishes \( B_\ell \) as the space of admissible functions for inflow boundary conditions when the right side, \( f \) in (4.1a), is in \( L^2(\Omega) \).

Theorem 4.5 (Trace Theorem). For \( u \in V_\ell \), let \( \gamma(u) \) denote the trace of \( u \) on \( \Gamma_I \). Then the map \( \gamma : V_\ell \rightarrow B_\ell \) is a bounded surjection.
Proof. For any \( g \in B_{\ell} \), we can construct a “flat” function \( u \) such that \( u = g \) on \( \Gamma_t \) and \( \mathbf{b} \cdot \nabla u = 0 \) in \( \Omega \) (i.e., \( u \) is constant along streamlines). From Poincaré inequality (4.19), it follows that \( u \in V_{\ell} \). Together with the trace inequality, this proves the theorem. \( \square \)

**Remark 4.6.** Our trace theorem is similar to the theorem proved in [64] for the more general case of the neutron transport equation in phase space. A different characterization of the trace space is given in [46] for the general class of Friedrichs systems, of which (4.1a-4.1b) is a special case. The trace operator defined in [46] is not surjective. In this sense, in contrast to Theorem 4.5, the trace space identified in [46] does not provide a sharp trace theorem.

### 4.2 Least-Squares Weak Form

In this section, we formulate a least-squares minimization principle, derive the associated weak form, and prove existence of a unique weak solution \( u \in V_{\ell} \). We use the tools developed in the previous section and coercivity and continuity with respect to the natural norm in (4.6) to arrive at these results.

Define the least-squares functional

\[
G_{\ell}(u; f, g) := \| \mathbf{b} \cdot \nabla u - f \|_{0, \Omega}^2 + \| u - g \|_{B_{\ell}}^2.
\]  

(4.24)

First note that if \( u \) satisfies (4.1a-4.1b), then

\[
u = \arg\min_{u \in V_{\ell}} G_{\ell}(u; f, g).
\]  

(4.25)

The bilinear form associated with \( G_{\ell} \) in (4.24) is

\[
F_{\ell}(u, v) := \langle \mathbf{b} \cdot \nabla u, \mathbf{b} \cdot \nabla v \rangle_{0, \Omega} + \langle u, v \rangle_{B_{\ell}},
\]  

(4.26)

and the corresponding linear form is

\[
F(v) = \langle f, \mathbf{b} \cdot \nabla v \rangle_{0, \Omega} + \langle g, v \rangle_{B_{\ell}},
\]  

(4.27)

with standard notation for scalar products associated with norms. Note: \( F(v) \in V'_{\ell} \), the dual space of \( V_{\ell} \).
The weak form of the minimization principle is stated as the following.

**Problem 4.7.** Find \( u \in V_\ell \) such that

\[
\mathcal{F}_\ell(u, v) = F(v) \quad \forall v \in V_\ell.
\] (4.28)

The following theorem establishes coercivity and continuity in the \( V_\ell \) norm of the bilinear form \( \mathcal{F}_\ell(\cdot, \cdot) \). With these properties, \( \mathcal{F}_\ell(\cdot, \cdot) \) is frequently referred to as being \( V_\ell \)-elliptic [13].

**Theorem 4.8 (Coercivity and Continuity, Existence and Uniqueness).** There exist constants \( c_0 \) and \( c_1 \) such that, for every \( u, v \in V_\ell \),

\[
c_0 \|u\|_{V_\ell}^2 \leq \mathcal{F}_\ell(u, u) \tag{4.29}
\]

and

\[
\mathcal{F}_\ell(u, v) \leq c_1 \|u\|_{V_\ell} \|v\|_{V_\ell}. \tag{4.30}
\]

Furthermore, for every \( f \in L^2(\Omega) \) and \( g \in B_\ell \), there exists a unique \( u \in V_\ell \) solving weak problem (4.28).

**Proof.** Using the definition of \( \|u\|_{V_\ell} \) from (4.6) and Poincaré Inequality (4.19) yields

\[
\|u\|_{V_\ell}^2 \leq C(\|u\|_{B_\ell}^2 + D^2 \|\nabla u\|_{0,\Omega}^2) + \|\nabla u\|_{0,\Omega}^2 \\
\leq C(\|u\|_{B_\ell}^2 + \|\nabla u\|_{0,\Omega}^2) \tag{4.31}
\]

which yields (4.29). Similarly, applying the Cauchy-Schwarz inequality followed by trace inequality (4.11) and Cauchy-Schwarz again, we have

\[
\mathcal{F}_\ell(u, v) \leq \|\nabla u\|_{0,\Omega} \|\nabla v\|_{0,\Omega} + \|u\|_{B_\ell} \|v\|_{B_\ell} \\
\leq \|\nabla u\|_{0,\Omega} \|\nabla v\|_{0,\Omega} + C(\|u\|_{0,\Omega}^2 + \|\nabla u\|_{0,\Omega}^2)^{\frac{1}{2}} C \left(\|v\|_{0,\Omega}^2 + \|\nabla v\|_{0,\Omega}^2\right)^{\frac{1}{2}} \\
\leq C\|u\|_{V_\ell} \|v\|_{V_\ell},
\] (4.32)
which confirms (4.30).

The trace theorem and Cauchy-Schwarz inequality imply that, for every \( f \in L^2(\Omega) \) and \( g \in B_\ell \),

\[
F(v) := (f, b \cdot \nabla v)_{0,\Omega} + (g, v)_{B_\ell}
\]

(4.33)
is a bounded linear functional on \( V_\ell \). Thus, we can embed the pair \((f, g) \in L^2(\Omega) \times B_\ell\) into \( V'_\ell \), the dual space of \( V_\ell \). We now show that the embedding is injective.

To do this, pick \((f, g) \in L^2(\Omega) \times B_\ell\) and suppose

\[
F(v) = (f, b \cdot \nabla v)_{0,\Omega} + (g, v)_{B_\ell} = 0,
\]

(4.34)
for every \( v \in V_\ell \). Thus, if \( f = 0 \) and \( g = 0 \), the embedding is injective.

We first show that for \((f, g) \in L^2(\Omega) \times B_\ell\), there exists \( u \in V_\ell \) such that

\[
\mathcal{L} u = (f, g),
\]

(4.35)
where \( \mathcal{L} : V_\ell \to L^2(\Omega) \times B_\ell \) is defined by

\[
b \cdot \nabla u = f \quad \text{in } \Omega,
\]

(4.36a)
\[
u = g \quad \text{on } \Gamma_f.
\]

(4.36b)
That is, we must show that \( \mathcal{L} \) is surjective. Construct \( u \) as follows. Let \( u_\ell \) be a flat function such that

\[
b \cdot \nabla u_1 = 0 \quad \text{in } \Omega,
\]

(4.37a)
\[
u_1 = g \quad \text{on } \Gamma_f.
\]

(4.37b)
For \( x \in \Omega \), let \( \hat{x} \) be the point on \( \Gamma_f \) with the same streamline as \( x \). Let \( \beta(x) = |b(\hat{x})| \) and \( \bar{b} = \frac{b(x)}{\beta(x)} \). Let \( u_2 \) be given by

\[
u_2(x) = \int_x^\hat{x} \frac{f(\hat{x} + s\bar{b}(\hat{x}))}{\beta(\hat{x} + s\bar{b}(\hat{x}))} \, ds.
\]

(4.38)
Then, \( u_2 \) satisfies

\[
b \cdot \nabla u_2 = f \quad \text{in } \Omega,
\]

(4.39a)
\[
u_2 = 0 \quad \text{on } \Gamma_f.
\]

(4.39b)
Writing $u = u_1 + u_2$, we see that $u$ satisfies (4.36a-4.36b). Thus, $L$ is a surjection.

Now since $F(v) = 0$ and $u \in V_\ell$ satisfies (4.36a-4.36b), we have

$$\langle f, f \rangle_{0, \Omega} + \langle g, g \rangle_{B_\ell} = 0. \quad (4.40)$$

Thus, $f = 0$ and $g = 0$. It follows that the embedding is injective. Together, this implies that for every $(f, g) \in L^2(\Omega) \times B_\ell$, there is a unique $u \in V_\ell$ that satisfies (4.28).

The following a priori estimate is a direct consequence of Theorem 4.8. These bounds are often referred to as stability estimates.

**Corollary 4.9 (A Priori Estimate).** There exist constants $c_3$ and $c_4$ such that, if $u$ satisfies (4.28), then

$$c_3 \|u\|_{V_\ell} \leq (\|f\|_{0, \Omega} + \|g\|_{B_\ell}) \leq c_4 \|u\|_{V_\ell}. \quad (4.41)$$

**Proof.** The proof follows directly from Theorem 4.8.

For certain problems, $\ell(x)$ in (4.5) may not be easily computed, making the least-squares formulation intractable. To avoid this difficulty we simply eliminate $\ell(x)$ in the definition of the boundary norm that is used in the functional:

$$\|g\|_B^2 := \int_{\Gamma_I} |\bar{b} \cdot n|g|^2 ds, \quad (4.42)$$

where $\bar{b}$ is the unit normal in the direction of $b$. Let $B = \{g : \|g\|_B < \infty\}$ and notice that $B_\ell \cap L^\infty(\Gamma_I) \subseteq B$. If $\Omega$ is such that $\Gamma_I$ and $\Gamma_O$ remain a bounded distance apart, then this norm is equivalent to the original norm, $\| \cdot \|_{B_\ell}$. If $\Gamma_I$ and $\Gamma_O$ touch, then there are functions in $B_\ell$ that are not in $B$. However, for bounded functions, the $B_\ell$ norm and $B$ norm are equivalent. That is, if we restrict our attention to bounded boundary data, then nothing is lost in modifying the functional in this way.

In general, the trace inequality (4.11) does not hold with $B_\ell$ replaced by $B$, but the Poincaré inequality (4.19) does. To retain the inequalities and ellipticity results obtained above, we must include the boundary term in the definition of the norm. Define the norm

$$\|u\|_{V_\ell}^2 := \|u\|_{0, \Omega}^2 + \|\bar{b} \cdot \nabla u\|_{\Omega}^2 + \|u\|_B^2 \quad (4.43)$$
and the space

\[ V := \{ u \in L^2(\Omega) : \| u \|_V < \infty \}. \]  

The modified functional is then defined as follows: let \((f, g) \in L^2(\Omega) \times B\) and define

\[ G(u; f, g) := \| b \cdot \nabla u - f \|_{0, \Omega}^2 + \| u - g \|_B^2. \]  

If \(u\) satisfies (4.1a-4.1b), then

\[ u = \arg\min_{u \in V} G(u; f, g). \]  

The associated bilinear form is

\[ F(u, v) := (b \cdot \nabla u, b \cdot \nabla v)_{0, \Omega} + (u, v)_B \]  

and the linear form is

\[ F(v) = (f, b \cdot \nabla v)_{0, \Omega} + (g, v)_B. \]  

The weak form of the minimization principle is stated as the following.

**Problem 4.10.** Find \(u \in V\) such that

\[ F(u, v) = F(v) \quad \forall v \in V. \]  

With this change, we obtain existence, uniqueness, and an a priori estimate as before.

**Theorem 4.11 (Coercivity and Continuity, Existence and Uniqueness).** There exist constants \(c_0\) and \(c_1\), such that for every \(u, v \in V\),

\[ c_0 \| u \|_V^2 \leq F(u, u), \]  

\[ F(u, v) \leq c_1 \| u \|_V \| v \|_V. \]  

Furthermore, for every \(f \in L^2\) and \(g \in B\), there exists a unique \(u \in V\) solving Problem 4.10.

**Corollary 4.12 (A Priori Estimate).** There exist constants \(c_3\) and \(c_4\) such that, if \(u\) satisfies (4.49), then

\[ c_3 \| u \|_V \leq (\| f \|_{0, \Omega} + \| g \|_B) \leq c_4 \| u \|_V. \]
Remark 4.13. The $\mathcal{G}$ norm defined by

$$
\|u^h\|_\mathcal{G}^2 := \mathcal{G}(u^h, 0, 0)
$$

is a natural and computable a posteriori error estimator. To see this, let $e = u^h - u$, where $u$ solves (4.1a-4.1b). Then

$$
\|e\|_\mathcal{G} = \mathcal{G}(u^h - u; 0, 0) = \mathcal{G}(u^h; f, g).
$$

In this way, least-squares methods offer the advantage of a convenient a posteriori error indicator. Sharpness of this measure is addressed in [7, 12].

4.3 Conforming Finite Elements

In this section, we discuss the discrete form of the minimization process. We consider an admissible, quasi-uniform tessellation $T^h$ of $\Omega$ (cf. [13]). For a conforming method, we choose the discrete space $V^h \subset V$. For example, in our numerical tests we use uniform partitions of triangles and quadrilaterals and implement piecewise polynomials with continuity imposed across element edges. Let

$$
V^h := \mathcal{M}_k^h \cap C^0(\Omega),
$$

where

$$
\mathcal{M}_k^h := \{u: u \in \mathcal{P}_k(\tau), \forall \tau \in T^h\}.
$$

Here, $\mathcal{P}_k(\tau)$ is the space of polynomials of total degree $\leq k$ when $\tau$ is a triangle and tensor product polynomials of degree $\leq k$ in each coordinate direction when $\tau$ is a quadrilateral. We now pose the conforming discrete weak form of the minimization.

Problem 4.14. Find $u^h \in V^h$ such that

$$
\mathcal{F}(u^h, v^h) = F(v^h) \quad \forall v^h \in V^h,
$$

where $\mathcal{F}$ is defined by (4.47) and $F$ is defined by (4.48).
By Cea’s Lemma, we have

\[ \|u - u^h\|_V \leq \frac{c_0}{c_1} \inf_{\hat{u}^h \in V^h} \|u - \hat{u}^h\|_V, \]  

(4.58)

where \(c_1\) and \(c_0\) are the constants from the continuity and coercivity bounds.

In this dissertation, we are primarily interested in discontinuous solutions, \(u\). To this end, suppose \(g\) is discontinuous but piecewise smooth, that is, \(g \in H^{\frac{1}{2} - \varepsilon}(\Gamma_f)\). Then, for smooth \(f\), \(u\) has similar behavior so that \(u \in H^{\frac{1}{2} - \varepsilon}(\Omega)\). In this case, it can be shown that, for grid-aligned flow, the discrete solution, \(u^h\), satisfies

\[ \|u - u^h\|_V \leq Ch^{\frac{1}{2} - \varepsilon}\|u\|_{\frac{1}{2} - \varepsilon}, \]  

(4.59)

where \(C\) is some grid-independent constant. The exact bound for the non-grid-aligned case remains an open question. Still, the theoretical limit for the grid-aligned case and other results offer some insight. Scott and Zhang describe in [73] an interpolation operator \(\Pi^h\) for which

\[ \|u - \Pi^h u\|_{0, \Omega} \leq Ch^{\frac{1}{2} - \varepsilon}\|u\|_{\frac{1}{2} - \varepsilon}. \]

If we assume that \(\frac{1}{2}\) is the optimal \(L^2\)-rate of convergence for interpolation, then we can expect the \(L^2\)-rate of convergence for the finite element method to be no better than \(\frac{1}{2}\). Note that Poincaré inequality (4.19) yields \(\|u - u^h\|_{0, \Omega} \leq C\|u - u^h\|_V\). Thus, the \(V\)-norm rate of convergence cannot be faster than the \(L^2\)-norm rate. In Section 4.5, we discuss our numerical findings regarding error estimates and present results consistent with the error bounds proposed. We find that, as we increase the order of the elements, the convergence rate increases and is bounded by \(\frac{1}{2}\) in both the \(L^2\) norm and \(G\) norm. For an extensive analysis of error bounds and convergence rates for smooth solutions, see [11, 9].

### 4.4 Nonconforming Finite Elements

In this section, we describe the use of discontinuous elements motivated by the case of grid-aligned flow. Consider an example when the characteristics follow the grid and the boundary data is prescribed such that the discontinuity in the solution follows the element edges aligned with the characteristics. In (4.1a-4.1b), let \(f = 0\) and \(g\) be piecewise constant with discontinuities only at the nodes. If we use the discontinuous space \(\mathcal{M}^h_\ast\) defined by (4.56), then the solution
to (4.1a-4.1b) is in this space. However, the grids we consider are generally not aligned with the flow field \( \mathbf{b}(x) \) and boundary data is often more general than this special case. If attention is given to the behavior of the jumps with respect to the grid, a well posed formulation of the problem in a discontinuous least-squares setting is attainable. To this end, let \( T^h = \bigcup \tau_j \) be a tessellation of \( \Omega \) and let \( S^h := M^h_k \) be defined as in (4.56). Let \( \Gamma_{i,j} := \tau_i \cap \tau_j \) denote the edge common to elements \( \tau_i \) and \( \tau_j \). Since \( S^h \not\in V \), we call \( S^h \) a nonconforming space \([13]\).

For \( u^h \in S^h + V \), define the element edge functional as

\[
\|u^h\|_{E^h}^2 := \sum_{i,j} \omega_{i,j} \int_{\Gamma_{i,j}} |\mathbf{b} \cdot n_r|^2 \|u^h\|^2 ds,
\]  

(4.60)

where \( n_r \) is the outward unit normal to edge \( \Gamma_{i,j} \), \( \omega_{i,j} \) is a weight to be determined, and \( \|u^h\| \) is the jump in \( u^h \) across \( \Gamma_{i,j} \). We use (4.60) in the least-squares functional to make a distinction between element edges that are closely aligned with the flow and edges that are not by tying together neighboring elements. This behavior is consistent with the regularity of the problem.

A solution \( u \) of (4.1a-4.1b) would be smooth in the direction of the flow while, perpendicular to the flow, \( u \) is only \( L^2 \). For further motivation, consider a non-grid-aligned flow with a typical discontinuity (see Figure 4.1). When element edges are nearly aligned with the discontinuity (location A), the term \( |\mathbf{b} \cdot n| \) is small in (4.60), allowing larger jumps between the neighboring elements. However, when an element edge is nearly perpendicular to the flow (location B), \( |\mathbf{b} \cdot n| \) is large, which enforces a stronger connection between the elements and results in a smaller jump.

Figure 4.1: Sample of non-grid-aligned flow and outward normals A and B
We can now define a nonconforming least-squares functional similar to (4.45) but now based on so-called “split” norms [22] and edge functional (4.60). With \( f \in L^2(\Omega), \ g \in B, \) and \( u \in S^h + V, \) define the functional
\[
\mathcal{G}^h(u; f, g) := \sum_j \|bf \cdot \nabla u - f\|^2_{0, r_j} + \|u\|^2_{E^h} + \|u - g\|^2_B,
\]
and the associated \( \mathcal{G}^h \) norm
\[
\|u^h\|^2_{\mathcal{G}^h} := \mathcal{G}^h(u^h, 0, 0).
\]
If \( u \in V, \) then \( \mathcal{G}^h(u; f, g) = \mathcal{G}(u; f, g). \)

Let \( e = u^h - u, \) where \( u^h \in S^h \) and \( u \) satisfies (4.1a-4.1b). Notice that
\[
\|e\|_{\mathcal{G}^h} = \mathcal{G}^h(u^h - u; 0, 0)
\]
\[
= \mathcal{G}^h(u^h; f, g).
\]
Thus, \( \mathcal{G}^h \) is a natural and computable \textbf{a posteriori} error estimator. The sharpness of LS error estimators is addressed in [7, 12].

We can now describe the discrete variational problem for our discontinuous elements.

**Problem 4.15.** Find \( u^h \in S^h \) such that
\[
\mathcal{F}(u^h, v^h) = F(v^h) \quad \forall v^h \in S^h,
\]
where
\[
\mathcal{F}(u^h, v^h) := \sum_{\tau_i} \langle b \cdot \nabla u^h, b \cdot \nabla v^h \rangle_{0, \tau_i} + \langle u^h, v^h \rangle_{E^h} + \langle u^h, v^h \rangle_B
\]
\[
F(v^h) := \sum_{\tau_i} \langle f, b \cdot \nabla v^h \rangle_{0, \tau_i} + \langle g, v^h \rangle_B.
\]

In the following lemma, we find that a uniform Poincaré inequality is satisfied for weights stronger than \( \omega = c^1 h \), where \( c \) is a grid-independent constant. We also show, by example, that weights weaker than \( \omega = c^1 h \)—e.g., \( \omega = 1 \) or \( h \)—result in a violation of the uniform Poincaré inequality. Thus, enforcing the connection between neighboring elements too weakly not only decreases the stability of the solution, but also results in losing a uniform bound on the error in the \( L^2 \) norm.
Lemma 4.16 (Uniform Poincaré Inequality). There exists a constant $C$, independent of $h$, such that, for $u^h \in S^h + V$ and $\omega \geq c\frac{1}{h}$, where $c$ is a grid-independent constant, we have

$$\|u^h\|_{0,\Omega} \leq C\|u^h\|_{S^h}. \tag{4.67}$$

Furthermore, the above does not hold for $\omega < c\frac{1}{h}$.

Proof. Similar to the proof of Lemma 4.4, we derive the uniform Poincaré inequality for constant $b$ and rely on the transformation with bounded Jacobian to achieve the general result. As before, let $\hat{b} = \frac{1}{|b|}b$. Let $\hat{x} \in \Gamma_I$ and let $s_k$ be parameters in $(0, s_m(\hat{x}))$ such that $\hat{x}_k = \hat{x} + s_k \hat{b}(\hat{x})$ lies on an element edge, where $(s_0, s_m)$ now plays the role of $(0, s_1)$ in our previous proofs. Since the flow field $b$ is constant, we have $m(\hat{x}) = O(\sqrt{N})$, where $N$ is the number of elements in $T^h$, the tessellation of $\Omega$, and $m(\hat{x})$ is the number of element edges encountered by the characteristics generated by $\hat{b} = \hat{b}(\hat{x})$ emanating from $\hat{x} \in \Gamma_I$. For $0 \leq k < m$, we assume

$$|s_{k+1}(\hat{x}) - s_k(\hat{x})| < \tilde{h} \tag{4.68}$$

for all $\hat{x} \in \Gamma_I$, where

$$\tilde{h} = \max_j \{\text{diam } \tau_j : \tau_j \in T^h\}. \tag{4.69}$$

Furthermore, assume $\tilde{h} = O(\frac{1}{\sqrt{N}})$ and let

$$\ell(\hat{x}) = \sum_{k=1}^{m} |s_k(\hat{x}) - s_{k-1}(\hat{x})|. \tag{4.70}$$

Let $\|u(x)\|$ denote the jump in $u$ at $x$. Using

$$u(\hat{x} + s\hat{b}) = u(\hat{x}) + \sum_{j=1}^{k} \int_{s_{j-1}}^{s_j} \hat{b} \cdot \nabla u(\hat{x} + t\hat{b}) \, dt + \|u(\hat{x}_j)\| + \int_{s_k}^{s} \hat{b} \cdot \nabla u(\hat{x} + t\hat{b}) \, dt, \tag{4.71}$$

taking absolute values, extending the range of integration, and then squaring both sides, we arrive at

$$\left|u(\hat{x} + s\hat{b})\right|^2 \leq \left|\left|u(\hat{x})\right| + \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} \left|\hat{b} \cdot \nabla u(\hat{x} + t\hat{b})\right| \, dt + \sum_{j=1}^{m-1} \|u(\hat{x}_j)\|^2 \right|^2. \tag{4.72}$$

Using the inequality

$$\left(\sum_{j=1}^{M} a_j\right)^2 \leq M \sum_{j=1}^{M} a_j^2, \tag{4.73}$$
equation (4.68), and Jensen’s inequality, we obtain

$$
|u(\hat{x} + s \hat{b})|^2 \leq 3 \left\{ |u(\hat{x})|^2 + \left( \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} |\hat{b} \cdot \nabla u(\hat{x} + t\hat{b})| \, dt \right)^2 + \left( \sum_{j=1}^{m-1} [u(\hat{x})] \right)^2 \right\}
$$

(4.74)

$$
\leq 3 \left\{ |u(\hat{x})|^2 + m \sum_{j=1}^{m} \hat{h} \int_{s_{j-1}}^{s_j} |\hat{b} \cdot \nabla u(\hat{x} + t\hat{b})|^2 \, dt + m \sum_{j=1}^{m-1} [u(\hat{x})] \right\}.
$$

Using the fact that $m \hat{h} \leq CD$, where $D = \text{diam}(\Omega)$, and integrating over $\int_0^{s_m} dt$ we have

$$
\sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} |u(\hat{x} + t\hat{b})|^2 \, dt \leq 3 \left\{ \ell(\hat{x}) |u(\hat{x})|^2 + CD\ell(\hat{x}) \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} |\hat{b} \cdot \nabla u(\hat{x} + t\hat{b})|^2 \, dt \right.

+ \left. m\ell(\hat{x}) \sum_{j=1}^{m-1} [u(\hat{x})] \right\}.
$$

(4.75)

We now integrate according to $\int_{\Gamma_{\hat{x}}} |\hat{b} \cdot n| \, d\sigma$ to get

$$
\int_{\Gamma_{\hat{x}}} \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} |u(\hat{x} + t\hat{b})|^2 \, dt |\hat{b} \cdot n| \, d\sigma \leq 3 \left\{ \int_{\Gamma_{\hat{x}}} \ell(\hat{x})(u(\hat{x}))^2 |\hat{b} \cdot n| \, d\sigma

+ CD^2 \int_{\Gamma_{\hat{x}}} \sum_{j=1}^{m} \int_{s_{j-1}}^{s_j} |\hat{b} \cdot \nabla u(\hat{x} + t\hat{b})|^2 \, dt |\hat{b} \cdot n| \, d\sigma

+ m \int_{\Gamma_{\hat{x}}} \ell(\hat{x}) \sum_{j=1}^{m-1} [u(\hat{x})]^2 |\hat{b} \cdot n| \, d\sigma \right\}

\leq 3 \left\{ [u]_{H}^2 + \frac{CD^2}{\delta_0} \sum_j \| \nabla u \|_{0, \tau_j}^2

+ mD \sum_{i,j} \int_{\Gamma_{i,j}} [u]^2 |b \cdot n| \, ds \right\}
$$

(4.76)

If $\omega \leq c\frac{1}{h} = O(m)$, then

$$
[u]_{0, \Omega}^2 \leq C \left\{ [u]_{H}^2 + \sum_j \| \nabla u \|_{0, \tau_j}^2 + [u]_{2,h}^2 \right\}
$$

(4.77)

$$
= C[u]_{H}^2.
$$

For the general case, bound (4.67) now follows using the assumed transformation with bounded Jacobian.

To show that $c$ is not grid independent for $\omega \leq c\frac{1}{h}$, consider the example of a “stair-step function”. Let $\Omega = [0, 1] \times [0, 1]$ and partition $T^h$ be a uniform tessellation of squares. Let
\( \mathbf{b} = (1, 0)^T \) and \( h = \frac{1}{N} \), where \( N \) is the number of elements in each coordinate direction. Define \( u(x, y) \) on \( \Omega \) as

\[
 u(x, y) = jh \quad \text{for} \ x \in [(j - 1)h, jh), \ j = 1, \ldots, N.
\]  

(4.78)

Then

\[
 \|u\|_{0,\Omega}^2 = O(1)
\]  

(4.79)

and

\[
 \|u\|_{G_h}^2 = O(\omega \cdot h).
\]  

(4.80)

So, unless \( \omega \geq c_1 \frac{1}{h} \), inequality (4.67) is violated for grid independent \( c \).

Remark 4.17. Once the uniform Poincaré inequality is established, Strang’s second lemma [13] can be invoked to prove convergence of DLSFEM. In the absence of the uniform Poincaré inequality, one cannot guarantee that convergence in the grid-dependent norm implies finite element convergence, as illustrated by the “stair-step” example described in the proof above.

Since \( V^h \subset S^h \), we can also conclude, for \( \hat{u}^h \in V^h \), that

\[
 \|u - u^h\|_{G^h} = \inf_{\hat{u}^h \in V^h} \|u - \hat{u}^h\|_{G^h}.
\]  

(4.81)

Thus, in the \( G^h \)-norm, the nonconforming solution is at least as small as the solution from the conforming space. This might lead one to believe that the discretization error in the \( L^2 \) norm for the nonconforming solution would be smaller than the \( L^2 \) error in the conforming solution. However, our numerical tests show that this is not the case. In fact, using the weight \( \omega = \frac{1}{h} \) for non-grid-aligned flow, we show numerically that the convergence rates, for both conforming and nonconforming approximations, appear to be increasing, but to be bounded by \( \frac{1}{2} \), in both the \( L^2 \)-norm and \( G^h \)-norm as \( k \), the order of the polynomial, increases.

4.5 Numerical Results

In this section, we present numerical results in support of our theoretical error estimates and conjectures of Sections 4.3 and 4.4, and to demonstrate properties of the least-squares solu-
tion in terms of oscillations and smearing. Convergence rates of the finite element approximation presented here are obtained on sequences of grids ranging from $h = 2^{-4}$ to $2^{-9}$ in mesh size, depending on the order of the polynomial, $k$. Let $\| \cdot \|$ denote either the $L^2$-norm or the functional norm. We assume that
\[
\| u - u^h \| \approx ch^\alpha,
\] (4.82)
where $c$ is some constant independent of the mesh size. We compute the convergence rate, $\alpha$, for consecutive grids as
\[
\alpha = \frac{\log \left( \frac{\| u^h - u \|}{\| u^{2h} - u \|} \right)}{\log \left( \frac{1}{2} \right)}.
\] (4.83)
The convergence rates presented in the following tables are obtained from a comparison of the two finest grid sizes. In each of our test cases, these values reflect the asymptotic convergence rate since the ratios used in computing $\alpha$ are nearly identical to that of the previous grid levels.

**Example 1 (Constant Advection.).** Consider (4.1a-4.1b) and let
\[
\Omega = [0,1] \times [0,1],
\] (4.84)
\[
u(x,y) = \begin{cases} 
1, & \text{if } x = 0, \\
0, & \text{if } y = 0.
\end{cases}
\] (4.85)
\[
b(x) = (\cos(\theta), \sin(\theta)),
\] (4.86)
where $\theta$ is the angle, the flow makes with the first coordinate axis; see Figure 4.2. The inflow boundary defined by (4.2) is $\Gamma_I = (\{0\} \times [0,1]) \cup ([0,1] \times \{0\})$—i.e., the west and south boundaries of the unit square. With $g(x,y)$ discontinuous on the boundary, the exact solution is discontinuous with $u = 1$ above the characteristic emanating from the origin and $u = 0$ below the characteristic. For the tessellation $T^h$ of $\Omega$, we choose a uniform partition of quadrilaterals and a uniform partition of triangles.

Tables 4.1 and 4.2 show that we achieve consistent convergence rates in the $L^2$ and $G^h$ norms for both the quadrilateral and the triangular elements. Furthermore, as the order of the
polynomials increases, the convergence rates seem to be increasing, but to be bounded by $\frac{1}{2}$. Figure 4.3 shows that, for increasing degree $k$, the convergence rate (slope) improves slightly, and higher-order methods exhibit smaller error constants per degree of freedom. This suggests that a combination of $h$ and $u$ refinement (where $p$ is the polynomial order) [47] may work well for the kind of discontinuous hyperbolic flows we consider in this dissertation.

The nonconforming space $S^h$ discussed in Section 4.4 offers the ability for the approximation $u^h$ to be discontinuous at the element edges, with the possibility of faster convergence rates for the interior term in the functional. This is indeed the case, as shown in Table 4.3. Since the uniform Poincaré inequality (4.67) does not hold for weaker values of $\omega$, we should expect the $G^h$-norm to outperform the $L^2$-norm for weak $\omega$. Moreover, we find that the convergence rates for each term in the functional become less balanced as $\omega$ is chosen away from $\frac{1}{h}$.

It is also interesting to study the effect of varying the weight of the boundary functional, e.g., for the continuous LSFEM. Figure 4.4 shows the convergence order for the $L^2$- and $G^h$-norms as a function of boundary functional weight. Only for a weight of 1 are the convergence rates in balance, in accordance with our theoretical results in Sections 2 and 3.

The above results were obtained using $\theta = \frac{2}{5}$. Table 4.4 reveals that the convergence
rates tended to be relatively independent of the angle $\theta$. Table 4.5 shows that, for very small angles—e.g., $\theta \leq .05$—convergence rates are very close to $\frac{1}{2}$ for both the $L^2$-norm and the $G^h$-norm using conforming and nonconforming elements. Furthermore, as expected, the convergence rates do not exceed $\frac{1}{2}$ and, for the case of grid-aligned flow, the convergence rates are exactly $\frac{1}{2}$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L^2$-norm</th>
<th>$G$-norm</th>
<th>$L^2$-norm</th>
<th>$G^h$-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.25</td>
<td>.26</td>
<td>.24</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.34</td>
<td>.33</td>
<td>.32</td>
<td>.33</td>
</tr>
<tr>
<td>3</td>
<td>.36</td>
<td>.37</td>
<td>.36</td>
<td>.34</td>
</tr>
<tr>
<td>4</td>
<td>.38</td>
<td>.38</td>
<td>.37</td>
<td>.37</td>
</tr>
</tbody>
</table>

Table 4.1: Convergence rates for $\theta = \frac{\pi}{8}$ using quadrilaterals.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$L^2$-norm</th>
<th>$G$-norm</th>
<th>$L^2$-norm</th>
<th>$G^h$-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.25</td>
<td>.28</td>
<td>.23</td>
<td>.24</td>
</tr>
<tr>
<td>2</td>
<td>.33</td>
<td>.32</td>
<td>.33</td>
<td>.33</td>
</tr>
<tr>
<td>3</td>
<td>.39</td>
<td>.37</td>
<td>.38</td>
<td>.42</td>
</tr>
</tbody>
</table>

Table 4.2: Convergence rates for $\theta = \frac{\pi}{8}$ using triangles.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$\omega = \frac{1}{n^2}$</th>
<th>$\omega = \frac{1}{h}$</th>
<th>$\omega = 1$</th>
<th>$\omega = h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.25 .28</td>
<td>.24 .26</td>
<td>.25 .47</td>
<td>.24 .57</td>
</tr>
<tr>
<td>2</td>
<td>.32 .25</td>
<td>.32 .33</td>
<td>.33 .45</td>
<td>.32 .59</td>
</tr>
<tr>
<td>3</td>
<td>.36 .37</td>
<td>.36 .34</td>
<td>.38 .44</td>
<td>.37 .52</td>
</tr>
<tr>
<td>4</td>
<td>.38 .39</td>
<td>.37 .37</td>
<td>.40 .46</td>
<td>.40 .52</td>
</tr>
</tbody>
</table>

Table 4.3: Convergence rates for $\theta = \frac{\pi}{8}$ using quadrilaterals and various weights $\omega$.

Smearing of discontinuities is an important consideration for numerical approximation of hyperbolic PDEs. In the exact solution of the model problem, the discontinuity on the inflow boundary $\Gamma_I$ is advected to the outflow boundary $\Gamma_O$ without diffusion. However, in a discrete space over a grid that is not flow aligned, we cannot exactly resolve the discontinuity and the finite element solution displays smearing along the characteristic defining the discontinuity.

It is shown in [11, 47] that the LS solution smears the discontinuity substantially more
Table 4.4: Convergence rates for various $\theta$ using quadrilaterals.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>Conforming (4.55) $L^2$-norm</th>
<th>Conforming (4.55) $G^h$-norm</th>
<th>Nonconforming (4.56) $\omega = \frac{1}{n}$ $L^2$-norm</th>
<th>Nonconforming (4.56) $\omega = \frac{1}{n}$ $G^h$-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\pi}{20}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.25</td>
<td>.25</td>
<td>.25</td>
<td>.23</td>
</tr>
<tr>
<td>2</td>
<td>.33</td>
<td>.33</td>
<td>.33</td>
<td>.32</td>
</tr>
<tr>
<td>3</td>
<td>.35</td>
<td>.35</td>
<td>.35</td>
<td>.35</td>
</tr>
<tr>
<td>4</td>
<td>.36</td>
<td>.35</td>
<td>.37</td>
<td>.35</td>
</tr>
<tr>
<td>$\frac{\pi}{12}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.25</td>
<td>.26</td>
<td>.25</td>
<td>.25</td>
</tr>
<tr>
<td>2</td>
<td>.32</td>
<td>.33</td>
<td>.32</td>
<td>.32</td>
</tr>
<tr>
<td>3</td>
<td>.36</td>
<td>.36</td>
<td>.35</td>
<td>.36</td>
</tr>
<tr>
<td>4</td>
<td>.39</td>
<td>.37</td>
<td>.39</td>
<td>.37</td>
</tr>
<tr>
<td>$\frac{\pi}{8}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.25</td>
<td>.26</td>
<td>.24</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.33</td>
<td>.33</td>
<td>.32</td>
<td>.33</td>
</tr>
<tr>
<td>3</td>
<td>.36</td>
<td>.37</td>
<td>.36</td>
<td>.35</td>
</tr>
<tr>
<td>4</td>
<td>.38</td>
<td>.38</td>
<td>.39</td>
<td>.38</td>
</tr>
<tr>
<td>$\frac{\pi}{4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.25</td>
<td>.26</td>
<td>.24</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.33</td>
<td>.34</td>
<td>.32</td>
<td>.33</td>
</tr>
<tr>
<td>3</td>
<td>.37</td>
<td>.37</td>
<td>.37</td>
<td>.37</td>
</tr>
<tr>
<td>4</td>
<td>.39</td>
<td>.39</td>
<td>.39</td>
<td>.39</td>
</tr>
<tr>
<td>$\pi$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.24</td>
<td>.26</td>
<td>.23</td>
<td>.26</td>
</tr>
<tr>
<td>2</td>
<td>.32</td>
<td>.34</td>
<td>.32</td>
<td>.32</td>
</tr>
<tr>
<td>3</td>
<td>.36</td>
<td>.38</td>
<td>.34</td>
<td>.36</td>
</tr>
<tr>
<td>4</td>
<td>.38</td>
<td>.40</td>
<td>.36</td>
<td>.40</td>
</tr>
</tbody>
</table>

Table 4.5: Convergence rates ($\alpha$) for varying $\theta$ using nonconforming linear ($k = 1$) elements on triangles.

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>0.00</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.04</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^2$-norm</td>
<td>0.500</td>
<td>0.497</td>
<td>0.485</td>
<td>0.466</td>
<td>0.441</td>
<td>0.304</td>
</tr>
<tr>
<td>$G^h$-norm</td>
<td>0.500</td>
<td>0.498</td>
<td>0.492</td>
<td>0.481</td>
<td>0.468</td>
<td>0.389</td>
</tr>
</tbody>
</table>

than the SUPG solution while the Galerkin solution had the least smearing. On the other hand, the Galerkin solution shows the most oscillations, while the SUPG solution shows small oscillations, and the LS solution has almost none. Oscillations are an impediment to accurate local adaptive refinements as they obscure where the adaptivity is most effective. Figure 4.5 confirms these results for our least-squares methods and also indicates that the smearing decreases for higher-order elements. Nearly identical plots were obtained using nonconforming elements, but were omitted for brevity.

Next, we evaluate the oscillations arising in the discrete solution and observe the magnitude of the overshoots. Higher-order elements produce undesirable overshoots and unacceptable
Figure 4.3: Error reductions for (D)LSFEM of various orders, measured per degree of freedom. For degree $k$ increasing from 1 to 4 (solid, dotted, dash-dotted, dashed), the convergence rate (slope) improves slightly, and higher-order methods exhibit smaller error constants per degree of freedom.

Oscillations for many finite element methods. However, it was shown in [11, 47] that these negative effects are relatively small in the least-squares formulation. Overshoots for these solutions are displayed in Figure 4.6. Even though the LSFEM solutions are not strictly monotone and overshoots and undershoots do exist, they are contained in a small region near the discontinuity and do not increase in intensity with increasing polynomial order. Nonconforming elements produced nearly identical (less smooth) oscillation and overshoot profiles; see Figure 4.6. In Figures 4.5-4.6, the number of degrees of freedom for the conforming and nonconforming approximations are within 1% of each other.

We also consider an example with a variable flow field.
Figure 4.4: Convergence order for the $L^2$ (squares) and $G$ (circles) norms as a function of boundary functional weight. For weights stronger than 1, the functional error does not converge well. For weights weaker than 1, the $L^2$ error does not converge well. Only for a weight equal to 1 are the convergence rates in balance. This agrees with our theoretical results in Sections 2 and 3.

Example 2 (Variable flow field: loop # 1.). Consider (4.1a-4.1b) and let

$$\Omega = [0, 1] \times [0, 1],$$

(4.87)

$$u(x, y) = \begin{cases} 
0, & \text{if } x = 0, \\
0, & \text{if } y = 1, \frac{1}{2} \leq x, \\
0, & \text{if } y = 0, x < \frac{1}{5}, \\
1, & \text{if } y = 0, \frac{1}{5} \leq x \geq \frac{3}{5}, \\
0, & \text{if } y = 0, \frac{3}{5} < x.
\end{cases}$$

(4.88)

$$b(x) = (y, \frac{1}{2} - x).$$

(4.89)

The inflow boundary defined by (4.2) is shown in bold in Figure 4.7. For the tessellation $T^h$ of $\Omega$, we choose a uniform partition of quadrilaterals.
Figure 4.5: Contour plots for various conforming elements. For varying order $k$, 24, 12, 8, and 6 elements are used in each coordinate direction, respectively.

Example 3 (Variable flow field: loop # 2.). Consider Example 2 with the following modifications:

$$u(x, y) = \begin{cases} 
0, & \text{if } x = 0, \\
0, & \text{if } y = 1, \frac{1}{2} \leq x, \\
1, & \text{if } y = 0, x \leq \frac{3}{8}, \\
0, & \text{if } y = 0, \frac{3}{8} < x.
\end{cases} \quad (4.90)$$

$$b(x) = \left(0, \frac{1}{2} - x\right). \quad (4.91)$$

Figure 4.7 illustrates this example.
Example 4 (Variable flow field: loop # 3.). Consider Example 2 with the following modifications:

\[ u(x, y) = \begin{cases} 
0, & \text{if } x = 0, \\
0, & \text{if } y = 1, \frac{1}{2} \leq x, \\
1, & \text{if } y = 0, x \leq \frac{1}{8}, \\
0, & \text{if } y = 0, \frac{1}{8} < x.
\]  

(4.92)

\[ b(x) = \left( \frac{y}{4}, \frac{1}{2} - x \right). \]  

(4.93)

Figure 4.7 illustrates this example.

We limit the convergence analysis for the loop examples (Examples 2, 3, and 4) to bilinear
finite elements on a quadrilateral mesh. Figure 4.7 shows the varying loop geometries. Similar convergence results hold for the loop examples. Table 4.6 shows the convergence rates are nearly identical to the rates found for the constant advection test case, Example 1. Moreover, Figures 4.8 and 4.9 verify that all three cases approximate the flow field and that spurious oscillations and overshoots are nearly non-existent. Success for these examples, which include highly varying anisotropies, confirms a level of robustness numerically for the conforming least-squares finite element method developed in this chapter.

<table>
<thead>
<tr>
<th></th>
<th>Loop #1</th>
<th>Loop #2</th>
<th>Loop #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L^2$-norm</td>
<td>.23</td>
<td>.23</td>
<td>.23</td>
</tr>
<tr>
<td>$U$-norm</td>
<td>.26</td>
<td>.27</td>
<td>.25</td>
</tr>
</tbody>
</table>

Table 4.6: Convergence rates for Examples 2, 3, and 4
Figure 4.7: Variable flow examples.
Figure 4.8: 2D view of approximate solution on a $64 \times 64$ grid.
Figure 4.9: 3D view of approximate solution on a $64 \times 64$ grid.
Chapter 5

Multigrid

This chapter focuses on solution methods for the linear systems arising from the LSFEM developed in Chapter 4. As noted in Chapter 3, the least-squares approach leads to discretizations with symmetric positive definite (SPD) matrices, which provides a natural setting for iterative solution methods. Our focus is on the so-called Ruge-Stüben Algebraic Multigrid (AMG) algorithm [68] because of its ability to handle irregular grids and anisotropic operators. Often, for elliptic-type problems, the least-squares bilinear form can be shown to be $H^1$ equivalent (see [23] for a complete justification), resulting in not only optimal finite element convergence, but also provably optimal multigrid convergence. It is the goal of this chapter to address the issues of multigrid iterative techniques for problems with suboptimal equivalence.

In Section 5.1, we show some of the difficulties of using standard geometric-based multigrid algorithms for hyperbolic PDEs. The matrix structure is vastly different from a system arising from an isotropic and diffusive PDE. We lose the advantages of an M-matrix and are forced to consider the anisotropic nature of the problem. The result is a matrix with relatively strong connections in one direction. Semicoarsening strategies in a geometric multigrid algorithm are an appropriate technique [79], although they tend to lack robustness when considering variable flow fields, nonlinear problems, or systems of equations, that can result in multiple flow directions on the same computational mesh. The strongest shortcoming of a geometric-based multigrid method, however, is the inability to use standard relaxation methods to adequately smooth oscillatory components for anisotropic problems. We investigate this issue more in
Section 5.1.

In Section 5.2, we consider AMG (cf. [20, 79]). For irregular or unstructured meshes, selection of a coarse grid may be challenging. This is also the case for systems involving highly anisotropic matrix connections. AMG techniques utilize the structure of the discrete operator (matrix), instead of geometric patterns, to select a coarser level. In a sense, the algebraic approach automatically semicoarsens the grid in the appropriate direction. We consider AMG for the linear systems resulting from the least-squares methods we derive in Chapter 4 and relate the formulation to an anisotropic diffusion operator. Algebraic multigrid methods are considered adequate solvers for such an operator [79]. Moreover, AMG is widely used for its robustness on unstructured meshes. Its ability to handle irregular meshes is especially useful for local refinement, which least-squares methods, with their natural error estimator [7], easily support.

Since AMG is intimately coupled with the discrete operator, the choice of discretization naturally plays a large role in the performance of the algorithm. For Stokes’s equations, for example, a first-order system can be derived and only with the additional equations can the bilinear form be shown to possess the desired equivalence. Although we do not seek to increase the ellipticity of the hyperbolic problem, we see below that the form of the boundary conditions derived in Chapter 4 do not facilitate a fast multigrid solution. In Section 5.3, we are thus led to amend the equations to improve multigrid convergence, while maintaining desirable solution quality and finite element convergence properties.

In this chapter, we treat simple model problems for which there is a time-like direction that can also be exploited by explicit marching schemes. For optimal global implicit solvers, the number of operations per grid point is bounded, which means that even for time-like problems they may be competitive with explicit marching methods, for which the number of operations per grid point is bounded as well. This is a possibility particularly when local refinement and derefinement are taken into account, both spatially and temporally. Moreover, explicit marching schemes are limited by time step constraints, which can be severe on locally refined grids. Also,
efficient parallel implementations have been developed for AMG solvers [42]. Global implicit
solves may be especially competitive for the simulation of problems for which there is no preferred
marching direction, e.g., steady flows with rotation or flows of mixed elliptic-hyperbolic type.
In this chapter, we make an important first step by investigating whether optimal AMG solvers
can be constructed for simple time-like hyperbolic problems.

5.1 Geometric Considerations

In this section, we study geometric multigrid methods for conforming LSFEM discretiza-
tions of the model hyperbolic PDE (4.1) presented in Section 4.3. In this setting, coarse grids
are chosen based on the geometry of the tessellation. Geometric multigrid is often the starting
point for multilevel development because of its low computational setup cost, compared to an
algebraic-based multigrid method.

First, we establish notation to be used in this section. A basic understanding of multigrid
methods and principles is assumed. Let \( Au = f \) be the system of discrete equations we wish to
solve. This is assumed to be the matrix equation that arises from the LSFEM for hyperbolic
PDEs developed in the previous chapter. Let \( u^{(k)} \) be an approximation to \( u \). We now define a
multilevel iterative process in the form

\[
\begin{align*}
    u^{(k+1)} &= u^{(k)} + \text{correction term}, \\
    u^{(k)} &\rightarrow u \text{ as } k \rightarrow \infty. 
\end{align*}
\]

where

\[
    u^{(k)} \rightarrow u \text{ as } k \rightarrow \infty. 
\]

Let \( e^{(k)} = u - u^{(k)} \) denote the error and let \( r^{(k)} = f - Au^{(k)} \) denote the residual. We then have

\[
    u = u^{(k)} + e^{(k)} = u^{(k)} + A^{-1}r^{(k)}. 
\]

The goal, however, is to efficiently solve the system, so we seek an approximation \( \hat{A} \) to \( A \) that
is more easily invertible. This results in the iteration

\[ u^{(k+1)} = u^{(k)} + \hat{A}^{-1}r^{(k)}. \tag{5.5} \]

Subtracting \( u \) from both sides results in

\[ e^{(k+1)} = (I - \hat{A}^{-1}A)e^{(k)} \]

\[ = Me^{(k)}, \tag{5.6} \]

where \( M \) is called the error propagation matrix. Convergence is determined by the spectral radius of \( M \), denoted by \( \rho = \rho(M) \), since

\[ e^{(k+1)} = M^{(k+1)}e^{(0)}. \tag{5.7} \]

Using Local Mode Analysis (LMA), we approximate the convergence factor, \( \rho \), when \( M \) is the two-grid multigrid error propagation matrix, which we now describe. First, we define the following multigrid components.

\[ A^h = \text{discrete PDE operator on grid } \Omega_h, \]

\[ I^H_h = \text{restriction operator from grid } \Omega_h \text{ to grid } \Omega_H, \]

\[ I^h_H = \text{interpolation operator from grid } \Omega_H \text{ to grid } \Omega_h. \]

We denote by \( S^h_{\nu_m} \) the relaxation error propagation operator applied \( \nu_m \) times. For initial guess \( v^h \), the two-grid multigrid cycle

\[ v^h \leftarrow MG^h(v^h, f^h) \tag{5.9} \]

is given is given as follows.

1. Presmooth \( v^h \) on \( A^h u^h = f^h \) \( \nu_1 \) times. This results in the error propagation

\[ e^h \leftarrow S^h_{\nu_1} e^h \]

2. Restrict the residual and compute the coarse grid solution:

\[ r^H \leftarrow I^H_h (f^h - A^h v^h) \]

\[ e^H \leftarrow A^{H-1} r^H \]
(3) Compute the corrected approximation with the interpolated coarse grid error:
\[ v^h \leftarrow v^h + I^h_H e^H \]

(4) Postsmooth \( v^h \) with \( A^h u^h = f^h \), \( \nu_2 \) times. This results in the error propagation
\[ e^h \leftarrow S^h_{\nu_2} e^h \]

Steps (2) and (3) of the process result in the two-level coarse-grid error propagation operator
\[ K^H_h = I^h - I^h_H A^H H^{-1} I^h_H A^h, \tag{5.10} \]
where \( I^h \) denotes the identity on grid \( \Omega_h \). Combined with pre- and post-smoothing steps (1) and (4), the two-level multigrid error propagation operator becomes
\[ M^H_h = S^h_{\nu_1} K^H_h S^h_{\nu_2}, \tag{5.11} \]
which is used in the subsequent analysis. The extension to a recursive algorithm follows similarly and we introduce the \( \mu \)-cycle, for generality. Define
\[ v^h \leftarrow \mu MG^h(v^h, f^h) \tag{5.12} \]
to be the following process:

(1) Presmooth \( v^h \) with \( A^h u^h = f^h \), \( \nu_1 \) times.

(2) If \( \Omega_h \) is the coarsest grid, go to step (4). Otherwise, restrict the residual and compute the coarse grid solution with \( \mu \) recursive calls:
\[ r^H \leftarrow I^H_h (f^h - A^h v), \]
\[ e^H \leftarrow \mu MG^H(0^h, r^H), \mu \text{ times} \]

(3) Compute the corrected approximation with the interpolated coarse grid error:
\[ v^h \leftarrow v^h + I^h_H e^H \]

(4) Postsmooth \( v^h \) with \( A^h u^h = f^h \), \( \nu_2 \) times. This results in the error propagation
\[ e^h \leftarrow S^h_{\nu_2} e^h \]

Figure 5.1 illustrates (5.12) for \( \mu = 1 \) (V-cycle) and \( \mu = 2 \) (W-cycle).
5.1.1 Local Mode Analysis

We now use Local Mode Analysis (a.k.a. Local Fourier Analysis, LMA, or LFA) to analyze multigrid processes for solving linear hyperbolic PDEs. The goal of LMA is to predict the smoothing factor for $S_h$, the smoothing operator, and to predict the two-grid convergence factor for $M_h^H$, the two-grid error propagation operator. Our model problem is again the linear hyperbolic partial differential equation

$$\mathbf{b} \cdot \nabla u = f \quad \text{in } \Omega,$$

$$u = g \quad \text{on } \Gamma_I.$$  \hspace{1cm} (5.13)

It is important to note the local aspects of LMA. Although the problem (5.13) is tightly coupled with its boundary data (5.14), mode analysis assumes the problem to be defined on infinite grids. The purpose of this analysis is to obtain a general idea of the performance for a particular smoothing operator, assuming that the boundary is properly treated [79]. Thus, this analysis is a powerful tool, but should be used carefully when assessing a particular multigrid algorithm on a bounded domain.

Local Mode Analysis is based on the grid functions

$$\phi(\theta, x) = \exp^{i \theta \cdot \frac{x}{h}},$$  \hspace{1cm} (5.15)
where
\[ G_h := \{ x = \kappa h \mid \kappa \in \mathbb{Z}^2 \} \] (5.16)
is the (infinite) fine grid. The coarse grid is defined similarly. We use the definition of high and low frequency components (see Figure 5.2) given in [79] that are defined simply as
\[
\begin{align*}
\text{low frequency component} & \iff \theta \in \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]^2, \\
\text{high frequency component} & \iff \theta \in [\pi, \pi) \setminus \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right]^2.
\end{align*}
\] (5.17) (5.18)

\[ \theta_2 \]
\[ \theta_1 \]

---

Figure 5.2: Graphical view of low and high frequencies.

Let \( A^h u^h = f^h \) be the discretization of (5.13) on grid \( \Omega_h \) and assume that relaxation can be written in terms of a splitting [79]
\[ A^h = A^h_+ + A^h_- \] (5.19)
That is, the method of smoothing can be written **locally**:

\[
A^h_+ u^{h,(\text{new})} + A^h_+ u^{h,(\text{old})} = f^h. \tag{5.20}
\]

The splitting property simplifies the LMA. Standard lexicographic Gauss-Seidel and weighted Jacobi relaxation techniques both adhere to this assumption. For example, the LSFEM discretization of (5.13) with \( b = (\cos(\frac{\pi}{4}), \sin(\frac{\pi}{4})) \) yields the stencil

\[
A_h \triangleq \begin{bmatrix}
\frac{1}{12} & -\frac{1}{6} & -\frac{5}{12} \\
-\frac{1}{6} & \frac{4}{3} & -\frac{1}{6} \\
-\frac{5}{12} & -\frac{1}{6} & \frac{1}{12}
\end{bmatrix}. \tag{5.21}
\]

For lexicographic Gauss-Seidel applied to \( A_h \), the splitting is written as

\[
A^h_+ \triangleq \begin{bmatrix}
0 & 0 & 0 \\
-\frac{1}{6} & \frac{4}{3} & 0 \\
-\frac{5}{12} & -\frac{1}{6} & \frac{1}{12}
\end{bmatrix}, \quad A^h \triangleq \begin{bmatrix}
\frac{1}{12} & -\frac{1}{6} & -\frac{5}{12} \\
0 & 0 & -\frac{1}{6} \\
0 & 0 & 0
\end{bmatrix}. \tag{5.22}
\]

To understand the relation between the grid functions \( \phi(\theta, x) \) and the operators \( S^h, A^h, K^H_h, \) and \( M^H_h \), we introduce formal eigenfunctions and formal eigenvalues. Since the discrete operator \( A^h \) can be written as a difference stencil, \( \phi(\theta, x) \) is a formal eigenfunction of \( A^h \). That is,

\[
A^h \phi(\theta, x) = \tilde{A}^h(\theta) \phi(\theta, x), \tag{5.23}
\]

where \( \tilde{A}^h(\theta) \) is the formal eigenvalue of \( A^h \) and can be written in terms of the stencil entries and the frequencies, \( \theta \). In particular, we have

\[
\tilde{A}^h(\theta) = \sum_{i,j} s_{i,j} \phi(\theta_i, (x_i, x_j)), \tag{5.24}
\]

where \( s_{i,j} \) are the coefficients in the stencil. We omit further details as they are not important for the comprehension of this analysis. A full explanation can be found in Lemma 4.2.1 of [79]. We define formal eigenvalues for \( A^h_+ \) and \( A^h \) in a similar fashion. The importance of the formal eigenvalue can be seen if we write the smoothing operator in terms of the splitting. That is,
define \( e^{h,(\text{new})} = u^h - e^{h,(\text{new})} \) and \( e^{h,(\text{old})} = u^h - e^{h,(\text{old})} \), and notice that

\[
A_f^h e^{h,(\text{new})} + A_f^h e^{h,(\text{old})} = 0 \tag{5.25}
\]

and

\[
e^{h,(\text{new})} = S^h e^{h,(\text{old})}. \tag{5.26}
\]

If we consider \( e^h \) to be an eigenfunction \( \phi \), then (5.25) can be written as

\[
e^{h,(\text{new})} = -\frac{\hat{A}^h(\theta)}{A_f^h(\theta)} e^{h,(\text{old})}, \tag{5.27}
\]

where we assume \( \hat{A}^h(\theta) \neq 0 \). The quantity

\[
\hat{S}^h(\theta) = -\frac{\hat{A}^h(\theta)}{A_f^h(\theta)}
\]

is the formal eigenvalue of the smoothing operator and is termed the amplification factor. Note: the terms are labeled as “formal” in the sense that boundary conditions are not taken into account.

The eigenvalue \( \hat{S}^h(\theta) \) is thus a measure of the performance of the relaxation sweep on a frequency \( \theta \). If the value is small, then the reduction of the error is large. In the multigrid process, we are only concerned that high frequencies are damped by relaxation, and we define the smoothing factor as the following (c.f. [20, 79]):

\[
\mu := \sup_{\theta \in \Theta_{\text{high}}} \| \hat{S}^h(\theta) \|. \tag{5.29}
\]

We now apply a similar analysis to the two-grid operator \( M_h^H \). Consider the low frequencies \( \theta = \theta^{(0,0)} := (\theta_1, \theta_2) \) and their corresponding harmonic frequencies:

\[
\theta^{(1,0)} := (\bar{\theta}_1, \theta_2), \tag{5.30a}
\]

\[
\theta^{(0,1)} := (\theta_1, \bar{\theta}_2), \tag{5.30b}
\]

\[
\theta^{(1,1)} := (\bar{\theta}_1, \bar{\theta}_2), \tag{5.30c}
\]

where

\[
\bar{\theta}_i := \begin{cases} 
\theta_i + \pi, & \text{if } \theta_i < 0, \\
\theta_i - \pi, & \text{if } \theta_i \geq 0.
\end{cases} \tag{5.31}
\]
Define $\tilde{A}^h$ to be the $(4 \times 4)$–matrix

$$
\begin{pmatrix}
\tilde{A}^h(\theta^{(0,0)}) \\
\tilde{A}^h(\theta^{(1,0)}) \\
\tilde{A}^h(\theta^{(0,1)}) \\
\tilde{A}^h(\theta^{(1,1)})
\end{pmatrix}.
$$

(5.32)

The $(4 \times 4)$–matrix representations for $K_h^H$ and $S_h$ are similarly defined. It is shown in Theorem 4.4.1 of [79] that if the space of harmonics defined by

$$
E_h^\theta := \text{span}\{\phi(\theta^{(i,j)}, x) \mid i, j = 0, 1\},
$$

(5.33)

is invariant under the smoothing operator $S^h$, then we can define a $(4 \times 4)$–matrix $\tilde{M}_h^H$ with respect to $E_h^\theta$. This matrix representation of $\tilde{M}_h^H$ can be written as

$$
\tilde{M}_h^H(\theta) = \bar{S}_h(\theta)^\nu \tilde{K}_h^H(\theta) \bar{S}_h(\theta)^\mu.
$$

(5.34)

Since relaxation is responsible for the high-frequency components, we are most interested in the ability of the two-grid operator to handle low-frequency components. Define the asymptotic convergence factor as

$$
\rho = \sup_{\theta \in \Theta^\nu, L_h(\theta) \neq 0, \bar{L}_h(\theta) \neq 0} \rho(M_h^K(\theta)).
$$

(5.35)

The smoothing and asymptotic convergence factors, $\mu$ and $\rho$, can be written in terms of the stencil coefficients and were computed using a software package written by Jan Metzger [43].

The estimates indicate that we may encounter problems with more than a two-grid multigrid algorithm. The test case is the constant advection problem (5.13-5.14) with $b = (\cos(\theta_b), \sin(\theta_b))$, where $\theta_b$ is stated with the results. Boundary data $g$ is chosen to be discontinuous, although this algebraic analysis holds for smooth solutions as well. We present LMA results using standard lexicographic Gauss-Seidel relaxation, bilinear interpolation, and full-weighting restriction. Other strategies, such as weighted-Jacobi relaxation and semicoarsening intergrid transfer operators, resulted in similar or degraded estimates for $\mu$ and $\rho$. 
Table 5.1 shows results for the case $\nu_1 = \nu_2 = 1$. More relaxation sweeps do not improve these results and the performance degrades considerably as the angle of anisotropy becomes more aligned with the computational mesh. The estimated two-grid convergence factors are even poorer than just smoothing alone, indicating problems on the coarse grid.

<table>
<thead>
<tr>
<th>$\theta_b$</th>
<th>$\mu$</th>
<th>$\rho$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\frac{\pi}{4}$</td>
<td>.45</td>
<td>.81</td>
</tr>
<tr>
<td>$\frac{\pi}{2}$</td>
<td>.80</td>
<td>.86</td>
</tr>
</tbody>
</table>

Table 5.1: Smoothing factors, $\mu$, and two-grid convergence factors, $\rho$, using 1 pre- and 1 post-smoothing sweep

The effect of smoothing and two-grid correction are perhaps more apparent from a graphical view. Figures 5.3 and 5.4 show the smoothing and two-grid correction performance spectrally for the example with $\theta_b = \frac{\pi}{8}$. The $x$-$y$ plane is the frequency domain described by Figure 5.2, while the $z$ direction is $\mu$ and $\rho$ in the respective figures. These plots reveal difficulties in the cross-stream direction. High and low frequencies are separated by a white box in Figure 5.3. The poor convergence is due to the inadequate smoothing in the high frequency domain. High frequencies that are not effectively damped by relaxation impair convergence because they cannot be approximated well by the coarse grid and thus cannot be eliminated by coarse-grid correction. This is confirmed in Figure 5.4, where the two-grid cycle is shown to fail at precisely the same spacial location as the poorly smoothed high frequency errors.

### 5.1.2 Numerical Study

We first show that using a full set of levels in a standard multigrid scheme does in fact lead to poor convergence factors as our Local Mode Analysis predicts. These results motivate our use of an alternate multigrid approach. The inability of standard relaxation to dampen high frequency error components in the near null-space of the operator $\mathbf{b} \cdot \nabla$ exposes limitations of standard geometric multigrid methods for handling convective flow. The near-null space components and poor coarse-grid approximations clearly play a central role in the inefficiencies
Figure 5.3: Smoothing profile for $\mathbf{b} = (\cos \left( \frac{x}{8} \right), \sin \left( \frac{x}{8} \right))$ using lexicographic Gauss-Seidel and 2 smoothing passes.

Figure 5.4: Two-grid profile for $\mathbf{b} = (\cos \left( \frac{x}{8} \right), \sin \left( \frac{x}{8} \right))$ using lexicographic Gauss-Seidel, bilinear interpolation, full-weighting restriction, and 1 pre- and 1 post-smoothing sweep

of the solver.

Table 5.2 shows the results of V- and W-cycles (5.12) with lexicographic Gauss-Seidel relaxation, bilinear interpolation, and full-weighting restriction operators, for various pre- and post-smoothing steps. Results for weak and strong implementation of the boundary conditions are presented for completeness and are discussed in the next section. Note that the average
convergence factors approach 1 as \( h \) tends to 0, regardless of the number of pre- and post-smoothing steps and the number of visits to the coarse-grids. The average convergence factor \( \rho \) is computed as the average of the ratios of residuals between successive cycles.

Increasing the number of smoothing sweeps consistently improves convergence, as does increasing \( \mu \), however, performance also degrades in each case as the grid is refined. The results also confirm the LMA predictions with respect to convection angle. Convergence is poorer for the more grid aligned angle, \( \theta_b = \frac{\pi}{8} \). Also, since the LMA does not take into account boundary conditions, we also test strong implementation at the boundary, which better reflects the analysis. Although weak treatment of the boundary conditions is required for the discretization (see Section 4.3), strong implementation results in improved performance, as shown in Table 5.2. This difference becomes more pronounced in an algebraic-based multigrid setting and is discussed in more detail in Section 5.2.

Figure 5.5 shows the error in the approximation after 50 \( V(1,1) \)-cycles on a \( 128 \times 128 \) rectangular mesh using standard bilinear finite elements discussed in Chapter 4. These plots verify that the geometric algorithm is not able to adequately resolve high frequency near-null-space error components.

Figure 5.5: Error for \( b = (\cos (\frac{\pi}{8}), \sin (\frac{\pi}{8})) \), zero boundary data, and random initial guess (weak implementation of boundary conditions)
<table>
<thead>
<tr>
<th>$n_{10}$</th>
<th>V(1,1)</th>
<th>V(2,2)</th>
<th>W(1,1)</th>
<th>W(2,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>cyc.</td>
<td>$\bar{\rho}$</td>
<td>cyc.</td>
<td>$\bar{\rho}$</td>
</tr>
<tr>
<td>16</td>
<td>74</td>
<td>.82</td>
<td>43</td>
<td>.72</td>
</tr>
<tr>
<td>32</td>
<td>127</td>
<td>.89</td>
<td>78</td>
<td>.84</td>
</tr>
<tr>
<td>64</td>
<td>232</td>
<td>.94</td>
<td>122</td>
<td>.90</td>
</tr>
<tr>
<td>128</td>
<td>306</td>
<td>.95</td>
<td>176</td>
<td>.93</td>
</tr>
<tr>
<td>$n_{10}$</td>
<td>V(1,1)</td>
<td>V(2,2)</td>
<td>W(1,1)</td>
<td>W(2,2)</td>
</tr>
<tr>
<td>Strong B.C.</td>
<td>16</td>
<td>46</td>
<td>.71</td>
<td>26</td>
</tr>
<tr>
<td>Weak B.C.</td>
<td>32</td>
<td>96</td>
<td>.86</td>
<td>51</td>
</tr>
<tr>
<td>64</td>
<td>156</td>
<td>.91</td>
<td>91</td>
<td>.86</td>
</tr>
<tr>
<td>128</td>
<td>269</td>
<td>.95</td>
<td>166</td>
<td>.92</td>
</tr>
<tr>
<td>$n_{10}$</td>
<td>V(1,1)</td>
<td>V(2,2)</td>
<td>W(1,1)</td>
<td>W(2,2)</td>
</tr>
<tr>
<td>Strong B.C.</td>
<td>16</td>
<td>109</td>
<td>.87</td>
<td>59</td>
</tr>
<tr>
<td>Weak B.C.</td>
<td>32</td>
<td>182</td>
<td>.92</td>
<td>105</td>
</tr>
<tr>
<td>64</td>
<td>307</td>
<td>.95</td>
<td>173</td>
<td>.92</td>
</tr>
<tr>
<td>128</td>
<td>447</td>
<td>.97</td>
<td>251</td>
<td>.95</td>
</tr>
<tr>
<td>$n_{10}$</td>
<td>V(1,1)</td>
<td>V(2,2)</td>
<td>W(1,1)</td>
<td>W(2,2)</td>
</tr>
<tr>
<td>Strong B.C.</td>
<td>16</td>
<td>68</td>
<td>.79</td>
<td>42</td>
</tr>
<tr>
<td>Weak B.C.</td>
<td>32</td>
<td>129</td>
<td>.89</td>
<td>77</td>
</tr>
<tr>
<td>64</td>
<td>239</td>
<td>.94</td>
<td>125</td>
<td>.89</td>
</tr>
<tr>
<td>128</td>
<td>319</td>
<td>.95</td>
<td>200</td>
<td>.93</td>
</tr>
</tbody>
</table>

Table 5.2: Geometric multigrid: The number of cycles needed to reach a relative residual of $1e^{-8}$ and the average convergence factor, $\bar{\rho}$.
Since the direction of dominance is known from the given flow field $\mathbf{b}(\mathbf{x})$, a natural strategy to improve standard multigrid is simply to reorder the smoothing to adopt a downstream character. Standard lexicographic Gauss-Seidel does not take into account this directionality and it is important to know whether a downstream ordering can improve the smoothing process. Figure 5.6 illustrates a domain that is partitioned into “waves” normal to the flow field. The idea is to relax first on the wave nearest to $\Gamma_I$ (in any ordering), then to the next wave, and so on, until the last wave at $\Gamma_O$ has been relaxed.

![Figure 5.6: Relaxation in waves: typical flow field with partitioned domain.](image)

We implement this algorithm for various numbers of waves and find nearly identical results when compared with standard relaxation strategies. This indicates that a more sophisticated smoothing approach (or coarsening approach) is needed to properly account for the neighbors that influence the downstream nodes. If we consider the $\mathbf{b} \cdot \nabla$ operator in the continuum, we find that solutions are differentially smooth in the direction of flow, while smoothness in the cross-stream direction is dictated globally by what is imposed at the inflow boundary. This is inherent with purely convective problems and we can expect similar characteristics at the discrete level. The principal difficulty with general $\mathbf{b}$ is that neither relaxation nor coarsening can be fully
faithful to the streamline direction, especially for systems of equations and nonlinear problems where flow fields may contain discontinuities. Developing semi-coarsening strategies based on specialized intergrid transfer operators and relaxation techniques that recognize the underlying flow field has been an active area of research [17, 33, 80]. However, robustness and generality of these approaches still hinder the geometric-based multigrid method for convective flow. We therefore turn to an algebraic based method, which attempts to identify the anisotropic nature of the discrete problem by considering the “strength” of the matrix entries. One goal of this dissertation is to initiate a study of hyperbolic PDEs in this multilevel context.

5.2 Algebraic Multigrid Considerations

In this section, we focus on iterative solvers in a multilevel framework, employing the techniques of the Ruge-Stüben version of AMG [68]. As we see below, AMG does not yet achieve optimal convergence factors in the sense that they are bounded and independent of $h$, but the growth in these factors is relatively slow as $h$ tends to zero.

First, consider the problem in the context of the limit case of an anisotropic diffusion operator. More specifically, consider the PDE

\[ \mathcal{L}_A p = \tilde{f} \quad \text{in } \Omega, \quad (5.36a) \]
\[ p = 0 \quad \text{on } \Gamma_I, \quad (5.36b) \]
\[ \mathbf{n} \cdot \nabla p = 0 \quad \text{on } \Gamma \setminus \Gamma_I, \quad (5.36c) \]

where $\tilde{f} \in L^2(\Omega)$ and

\[ \mathcal{L}_A p := \nabla \cdot (A \nabla p). \quad (5.37) \]

$A = \mathbf{b}\mathbf{b}^T + \varepsilon\mathbf{d}\mathbf{d}^T$ for some $\varepsilon \in (0, 1)$ with $\mathbf{b} \cdot \mathbf{b} = 1$, $\mathbf{d} \cdot \mathbf{d} = 1$, and $\mathbf{b} \cdot \mathbf{d} = 0$. Note that $A = I$ when $\varepsilon = 1$ and that, for small $\varepsilon > 0$, the operator $\mathcal{L}_A$ is an anisotropic diffusion operator because of the strong connection in the direction $\mathbf{b}$. Promising multigrid algorithms have been developed for this class of PDEs and we would expect to be able to apply similar algorithms to (5.13-5.14).
The Galerkin weak form of (5.36) is: Find \( p \in H^1(\Omega) \) with \( p = 0 \) on \( \Gamma_I \) such that

\[
\langle b \cdot \nabla p, b \cdot \nabla q \rangle_{0, \Omega} + \varepsilon \langle d \cdot \nabla p, d \cdot \nabla q \rangle_{0, \Omega} = \langle f, q \rangle_{0, \Omega}.
\]

(5.38)

for every \( q \in H^1(\Omega) \) with \( q = 0 \) on \( \Gamma_I \). The left side is similar to the left side of the weak form of our LS formulation, which can be written as

\[
\langle b \cdot \nabla p, b \cdot \nabla q \rangle_{0, \Omega} + \langle p, q \rangle_B = \langle f, b \cdot \nabla q \rangle_{0, \Omega} + \langle g, q \rangle_B.
\]

(5.39)

As mentioned in Section 5.1, a geometric approach is generally not robust enough to handle these rotated anisotropic-type flows.

5.2.1 Non-M-matrix Considerations

As outlined in the previous section, a multigrid method is commonly described using a smoothing operator, intergrid transfer operators (interpolation and restriction), and discrete operators at each grid level. This is also true for algebraic-based multigrid methods. The primary difference between the two methodologies is that geometric-based methods tend to fix a coarsening hierarchy and attempt to design a relaxation strategy \textit{a priori}, while algebraic methods tend to use a given smoother and design the coarse grids and intergrid transfer operators automatically. While the algebraic approach does not rely on the notion of a “physical” grid, the algorithm does define coarse and fine sets of degrees of freedom.

Since the solution to the hyperbolic PDE is only expected to be smooth in one direction that is generally not aligned with the flow, the notion of geometric smoothness is inadequate. AMG ignores this physical sense of smoothness and is based on a so-called algebraic smoothness. This is effective if we properly select coarse grids and interpolation strategies that capitalize on this algebraic property. Our discussion and summary of the basics of AMG closely follows the details presented in [20, 68, 79].

Algebraically, smooth error is defined to be error that is not adequately reduced by relaxation. Such slowly converging error must be handled on a coarser set of points. For
smoothing operator $S$ and algebraically smooth error $e$, we have (loosely speaking) that

$$Se \approx e. \quad (5.40)$$

Using the discrete energy norm $\| \cdot \|_A = \sqrt{(Ae, e)}$ as a measure, this becomes

$$\|Se\|_A \approx \|e\|_A. \quad (5.41)$$

We now further characterize the idea of algebraically smooth error. Recalling (5.6) and (5.7), where $M$ is now the smoothing operator $S$, (5.41) becomes

$$\|(I - \hat{A}^{-1}A)e\|_A \approx \|e\|_A. \quad (5.42)$$

For Gauss-Seidel, $\hat{A} = D - L$, where $D = \text{diag}(A)$ and $-L$ is the (strict) lower triangular part of $A$. Weighted Jacobi relaxation uses $\hat{A} = \omega D$, for some weight $\omega \in \mathbb{R}^+$. Using weighted Jacobi and (5.42) implies

$$\langle D^{-1}r, r \rangle \ll \langle Ae, e \rangle. \quad (5.43)$$

The same relation holds for Gauss-Seidel and many other relaxation techniques, although it is most easily obtained using weighted Jacobi (see [79]). Writing (5.43) componentwise yields

$$\sum_{i=1}^{n} \frac{r_i^2}{a_{ii}} \ll \sum_{i=1}^{n} r_i e_i, \quad (5.44)$$

so that, on average,

$$|r_i| \ll a_{ii}|e_i|, \quad (5.45)$$

for smooth error. Thus, smooth error has small residuals in comparison, which agrees with the behavior of many relaxation strategies. Gauss-Seidel, for example, results in

$$v^{(k+1)} = v^{(k)} + (D - L)^{-1}r^{(k)}, \quad (5.46)$$

while weighted Jacobi has the form

$$v^{(k+1)} = v^{(k)} + \omega D^{-1}r^{(k)}. \quad (5.47)$$

In general, relaxation can be expressed as

$$v^{(k+1)} = v^{(k)} + \hat{A}^{-1}r^{(k)}, \quad (5.48)$$
where \( \hat{A} \) is an approximation to \( A \) and more easily invertible, as discussed above. When relaxation stalls, we then have \( \hat{A}^{-1}r \approx 0 \) in comparison to \( e \).

The relaxation method is fixed and the remaining essential components of algebraic-based multigrid that rely on the aforementioned notion of smooth error are

- selection of a coarse set of points on which the smooth error can be accurately represented. For this component, we briefly mention the idea of strong connections particularly for convection dominated flow,

- definition of an interpolation operator \( I_h^H \) that accurately transfers smooth error to finer grids. The restriction operator is defined variationally, that is, \( I_h^H = I_h^H T \). The coarse-grid operator defined by the Galerkin condition \( A^H = I_h^H A^h I_h^H \) then yields an optimal coarse-grid correction in the \( A^h \)-norm [20].

Define the two-grid AMG cycle

\[
v^h \leftarrow AMG^h(v^h, f^h), \tag{5.49}\]

similar to (5.9), as the following process:

1. Presmooth \( v^h \) on \( A^h u^h = f^h \) \( \nu_1 \) times.

2. Restrict the residual and compute the coarse grid solution:

\[
\begin{align*}
v^H &\leftarrow I_h^H (f^h - A^h v^h) \\
e^H &\leftarrow A^H^{-1} r^H
\end{align*}
\]

3. Compute the corrected approximation on the interpolated coarse grid error:

\[
v^h \leftarrow v^h + I_h^H e^H
\]

4. Postsmooth \( v^h \) with \( A^h u^h = f^h \) \( \nu_2 \) times. This results in the error propagation

\[
e^h \leftarrow S_{\nu_2}^h e^h
\]

So far we have simply initiated a discussion of the general idea behind the AMG method. Although we primarily use features outlined in the standard Ruge-Stüben algorithm [68], we
need to address issues particular to our problem, including the definition of strong connections and proper interpolation.

The strength of coupling between two degrees of freedom plays a large role in the behavior of this solution method. We say that \( u_i \) is connected to \( u_j \) if \( a_{ij} \neq 0 \) (recall that \( A \) is symmetric as a result of the least-squares formulation), where \( A = \{a_{ij}\} \) with \( i,j=1...n \). The magnitude of \( a_{ij} \) dictates how much influence the error at \( j \) has on the error at \( i \) in relaxation. We select strong connections to the variable \( u_i \) by comparing the strength to the maximum in row \( i \) of \( A \):

\[
-a_{ij} \geq \varepsilon_{\text{strength}} \max_{k \neq i}(-a_{ik}),
\]

where \( \varepsilon_{\text{strength}} \in \mathbb{R}^+ \) is some threshold constant. The following illustrates the structures of the matrix for our discretization for constant flow fields with respect to the angle made with the \( x \)-axis, \( \theta \).

\[
\begin{bmatrix}
\frac{1}{12} & -\frac{1}{6} & -\frac{5}{12} \\
-\frac{1}{6} & \frac{4}{3} & -\frac{1}{6} \\
-\frac{5}{12} & -\frac{1}{6} & \frac{1}{12}
\end{bmatrix}
\begin{bmatrix}
0.01 & 0.19 & -0.34 \\
-0.52 & 1.33 & -0.52 \\
-0.34 & 0.19 & 0.01
\end{bmatrix}
\begin{bmatrix}
-\frac{1}{6} & \frac{1}{3} & -\frac{1}{6} \\
-\frac{2}{3} & \frac{4}{3} & -\frac{2}{3} \\
-\frac{1}{6} & \frac{1}{3} & -\frac{1}{6}
\end{bmatrix}.
\]

\[\theta = \frac{\pi}{4} \quad \theta = \frac{\pi}{8} \quad \theta = 0\]

As we can see, there are positive off-diagonals in locations normal to the direction of flow. To emulate the essential nature of the PDE, we would like there to be minimal cross-stream influence. So, in terms of strong connections, choosing \( \varepsilon_{\text{strength}} > .40 \) generally adheres to this heuristic, even in the limit cases. The following illustrates the strength of connection for the stencils listed above with \( \varepsilon_{\text{strength}} > .40 \). Strong connections are given by \( \times \) and weak connections by \( \cdot \).

\[
\begin{bmatrix}
\cdot & \cdot & \times \\
\cdot & \times & \cdot \\
\times & \cdot & \cdot
\end{bmatrix}
\begin{bmatrix}
\cdot & \cdot & \times \\
\times & \times & \times \\
\times & \cdot & \cdot
\end{bmatrix}
\begin{bmatrix}
\cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot
\end{bmatrix}
\]

\[\theta = \frac{\pi}{4} \quad \theta = \frac{\pi}{8} \quad \theta = 0\]
The strength of connection stencils for $\varepsilon_{\text{strength}} > .40$ appear attractive and complement the physics of the PDE, but we are more interested in the nature of the discrete problem. As presented in Chapter 4, the main drawback of the least-squares approach is smearing of the discontinuity. This is evident in the matrix equations where we have off-diagonal terms in the cross-stream direction that are strongly influencing the diagonal. It is then essential that we retain at least some of the off-diagonal terms on the coarse grids in order to ensure accurate interpolation. This is indeed what we find. Figure 5.7 shows total work units per digit accuracy with respect to $\varepsilon_{\text{strength}}$ for grids ranging from $2^4$ to $2^8$ degrees of freedom in each coordinate direction and using W-cycles. The “work units per digit accuracy” is a measure of the total relative complexity of the algorithm and is a measure work units required to reduce the error by a factor of 10. We define this value in more detail in Section 5.2.2. The plots show the benefits of correctly describing strong influence/dependence. The results presented are for the interior problem, in the sense that strong treatment of the boundary conditions is used. We also discuss treatment of boundary conditions in more detail in the next section. The strong connections for $\varepsilon_{\text{strength}} = 0.1$ are as follows:

\[
\begin{align*}
\begin{bmatrix}
\cdot & \times & \times \\
\times & \times & \times \\
\times & \times & \cdot \\
\end{bmatrix} & \quad \begin{bmatrix}
\cdot & \cdot & \times \\
\times & \times & \times \\
\cdot & \cdot & \cdot \\
\end{bmatrix} & \quad \begin{bmatrix}
\times & \cdot & \cdot \\
\times & \times & \times \\
\times & \cdot & \cdot \\
\end{bmatrix} \\
\theta = \frac{\pi}{4} & \quad \theta = \frac{\pi}{3} & \quad \theta = 0
\end{align*}
\]

Using a small value of $\varepsilon_{\text{strength}}$ defines a large set of influential nodes, but the actual coarse set of points is smaller. The grid complexity, defined as the total number of grid points on all levels divided by the number on the fine level [20], indicates the relative size of the coarse grids. The grid complexities for small values of $\varepsilon_{\text{strength}}$ versus large values are of roughly the same order. More precisely, for $\varepsilon_{\text{strength}}$ ranging from 0.1 to 0.5, the grid complexities vary from 1.7 to 1.96 on a mesh of size $128 \times 128$. We can conclude that, for small values of $\varepsilon_{\text{strength}}$, the set of coarse points is slightly smaller, requiring less work. A smaller $\varepsilon_{\text{strength}}$ results in a larger set of points to possibly interpolate from. This enables a more effective definition of interpolation.
from a fewer number of points.

![Graphs showing strength threshold versus work units per digit accuracy.](image)

Figure 5.7: Strength threshold $\varepsilon_{\text{strength}}$ versus work units per digit accuracy.

The efficiencies described above are encouraging, particularly in view of the fact that we do not have an M-matrix. Condition (5.50) ensures that we are not selecting positive off-diagonals as strong connections, but interpolation also needs to account for this.

We noted that smooth error has little variation in the direction of a strong connection. This character of smooth error can be used in defining interpolation. We can accurately find the fine-grid value $u_i$ based on coarse-grid values $u_j$, assuming $i$ is strongly connected to $j$ and $u$ is smooth. Specifically, following the notation in [20, 79], let $i$ be a fine-grid point to which
we wish to interpolate and let $j$ be a point connected to $i$. Define the following:

- $C_s^i = \text{coarse-grid strongly connected neighbors of } i$,
- $C_w^i = \text{coarse-grid weakly connected neighbors of } i$,
- $C_i^- = \text{coarse-grid connected neighbors of } i$ with $\text{sign}(a_{ij}) = -\text{sign}(a_{ii})$,
- $F_s^i = \text{fine-grid strongly connected neighbors of } i$,
- $F_w^i = \text{fine-grid weakly connected neighbors of } i$.

We wish to describe $e_i$ in terms of $e_j$, where $j \in C_s^i \cup C_w^i$. The typical approach is to recall that $\Delta e \approx 0$ for smooth error. This starting point is justified since the fine-grid error is assumed to be algebraically smooth and we can define interpolation based on this intuition. We then have

$$a_{ii}e_i + \sum_{j \in C_s^i} a_{ij}e_j + \sum_{j \in F_w^i} a_{ij}e_j + \sum_{j \in C_w^i \cup F_w^i} a_{ij}e_j \approx 0.$$  \hspace{1cm} (5.51)

Since the values of $e$ at $F_s^i$ and $F_w^i$ are undetermined and the points in $C_s^i$ are not points from which we wish to interpolate, we attempt to write such $e_j$ in terms of the $e_j$ at points in $C_s^i$.

First consider strongly connected points $j \in F_s^i$. As a first pass, we could write

$$e_j = \frac{\sum_{k \in C_s^i \cup C_w^i \cup \{i\}} a_{jk}e_k}{\sum_{k \in C_s^i \cup C_w^i \cup \{i\}} a_{jk}}.$$  \hspace{1cm} (5.52)

However, with positive and negative connections, the denominator could be near zero. Instead we use

$$e_j = \frac{\sum_{k \in C_s^i \cup \{i\}} a_{jk}e_k}{\sum_{k \in C_s^i \cup \{i\}} a_{jk}},$$  \hspace{1cm} (5.53)

which distributes $e_j$ only along connections with the correct sign. A more common approach is to distribute along only strong connections $C_s^i \subset C_i^-$. We find similar results for most examples using this approach, although for some flows with widely varying anisotropies, the performance becomes erratic and we keep the natural distribution (5.53), which distributes to a potentially larger set of points. Also, distributing to the diagonal results in a very poor approximation, which is consistent with other applications [20].

We now discuss handling of weak connections $F_w^i$. We may follow a similar approach as above and distribute the values to all of the connections. However, not only does the sign of the
connection continue to be a problem, but complexity becomes an issue. Figure 5.8 confirms this potential trouble. For several flow examples, the total work units to achieve a certain accuracy is larger when distributing to all of the connections as opposed to only connections with the correct sign. We also find similar difficulties in using a distribution to the diagonal, the more common choice in this case. We choose to distribute the weak connections to $C^{-1}_i \cup \{i\}$ since distributing to the smaller set of strong connections $C^+_i$ results in only slight improvement for some cases. The added robustness of considering the sign of the stencil entry is more apparent for flows with widely varying anisotropies. Special consideration for non-M-matrices is often needed, so the added complexity in handling opposite signed connections is to be expected.

The problem of not having properties of an M-matrix has been considered previously. Matrices where the positive off-diagonal is reasonably small is discussed in more detail in [16] with an overview in [79]. Our immediate problem may fit well within this framework, but a detailed analysis is beyond the scope of this dissertation. We seek to use features of the classic Ruge-Stüben algorithm to handle the non-M-matrix problem and we present results for this approach in the following sections.

5.2.2 Numerical Evidence

We test the convergence of AMG for the example described in Section 4.5 with several values of $\theta$. Bilinear elements are used for ease of implementation and interpretation of the computational work involved. The AMG convergence results reported in Tables 5.3-5.10 were computed by John Ruge’s FOSPACK (First Order Systems Least-Squares Finite Element Software Package) [69] using V and W-cycles based on point Gauss-Seidel relaxation. Each pre-relaxation step performed on the downward leg of the cycle sweeps first over F-points (points not associated with coarse-grid variables), then sweeps over the remaining so-called C-points. Post-relaxation steps reverse the ordering to ensure symmetry of the overall cycle.

The formulation we first consider is the discrete weak form of the LS minimization (4.57). This formulation imposes the boundary conditions weakly, in the sense that the boundary data
is included in the minimization. Alternatively, we consider imposing the boundary conditions strongly, although it is not the proper treatment, as discussed in Section 4.5. Strong treatment of the boundary conditions removes the minimization on the boundary and instead restricts the finite element space of test and trial functions to satisfy the boundary conditions directly. As we discuss in more detail below, this approach isolates the behavior of the algorithm to the interior problem, thus exposing possible difficulties with the boundary-to-interior connections.

Columns (a)-(d) of Table 5.3 show the increase in convergence factors for V(1,1), V(2,2), W(1,1), and W(2,2)-cycles using weak boundary conditions as the mesh is refined. These values
are the factors by which the error is reduced on the finest level by performing one cycle and are the geometric average of convergence factors from one cycle to the next up until the relative residual has reached a prescribed tolerance. For the remainder of the dissertation, a tolerance of 1e-10 is used. We would like these factors to be small—i.e., large reduction in error from one cycle to the next—and bounded as the grid is refined. Increasing the number of smoothing sweeps does not significantly reduce the error. Doubling the relaxation sweeps on every level has little to no affect on the error reduction asymptotically. Comparing columns (a) and (b) in Table 5.3, confirms this for V-cycles, while columns (c) and (d) show similar results for W-cycles.

We now consider strong boundary conditions. For the V-cycle, strongly imposing the boundary conditions has a small affect on the convergence factors compared to weakly imposing boundary conditions. Compare columns (a) and (b) of Table 5.3 with columns (a) and (b) of Table 5.6. An interesting phenomenon is revealed in columns (c) and (d) of Table 5.6, which shows convergence factors for the W-cycle. Columns (c) and (d) reveal that the algorithm is scaling well. Unfortunately, for the strong boundary condition case, $G(p^h;0,0)$ fails to decrease with $h$ (recall $G$ is a sharp error estimator). The significance of studying this case becomes clear when comparing columns (c) and (d) of Table 5.6 with columns (c) and (d) of Table 5.3. When the boundary term is used in the functional (i.e., weak b.c.), the convergence factors fail to remain constant for the W(1,1)-cycle, although they grow only slowly with respect to the grid size.

The convergence factor alone is often not an appropriate indicator of the overall performance of a multigrid cycle. This is particularly the case for $\mu > 1$, where there are many more visits to coarse grids than in a standard V-cycle. As a measure of the complexity for each cycle, we compute the work per cycle in terms of fine-grid relaxation sweeps (or work units). We compute the complexity by summing the number of nonzero matrix entries on each level multiplied by the number of relaxation sweeps performed on that level, divided by the number of nonzero entries in the fine grid matrix. This complexity is close to a measure of the work units per cycle. Tables 5.4 and 5.7 show that we find little growth in the work per cycle as the
grids become finer \((n\) increases), even in the case of \(W\)-cycles.

Combining the work per cycle and the average convergence factor is a better measure of the total work involved to achieve a certain accuracy. In Tables 5.5 and 5.8, we report the number of work units required to reduce the error by a factor of 10. This “work units per digit accuracy” is a measure of the total relative complexity of the algorithm and is computed as

\[
W_d = -\frac{W_c}{\log \rho},
\]

where \(W_c\) is the work units per cycle discussed above and \(\rho\) is the convergence factor presented in Tables 5.3 and 5.6.

Columns (a) and (b) in Tables 5.5 and 5.8 show that the number of work units per digit for the \(V(1,1)\)-cycle and \(V(2,2)\)-cycle appear to be growing slowly with the dimension of the linear system, which increases by a factor of 4 with each row of the table. This is true for both weak and strong treatment of boundary conditions. Likewise, the work units per digit for the \(W(1,1)\)-cycle with weak boundary conditions appears to be growing, although more slowly, while the work units per digit for the \(W(1,1)\)-cycle with strong boundary conditions appears to be essentially bounded (compare column (c) of Tables 5.5 and 5.8). Strong boundary conditions do not reduce the growth in complexity with grid size for \(V\)-cycles, while they do for \(W(1,1)\)-cycles. This suggests that \(W\)-cycles are necessary and that more work needs to be done on coarse grids as predicted in Section 5.1.

Table 5.8 agrees with Table 5.6. Extra relaxation sweeps have little effect on the error reduction while the work per cycle doubles, as presented in Table 5.7. This has direct impact on the total work per digit accuracy, and although the convergence factors for a \(W(2,2)\)-cycle with strong boundary conditions scale with grid size (column (d), Table 5.6), the total work per digit is much more expensive. Comparing columns (c) and (d) of Table 5.8 confirms this observation.

Finally, Tables 5.9 and 5.10 show AMG performance for widely varying anisotropic flow based on Example 2 in Section 4.5. We see similar results as in the constant advection case. Work units are improved for strong boundary conditions and with \(W\)-cycles. Again, additional
smoothing has little effect on the error reduction, while work per cycle doubles. With such varying anisotropies, even standard W-cycles fail to scale well for strong boundary conditions. However, column (d) shows that the multigrid W-cycle is still an effective preconditioner for the conjugate gradient method.

5.3 Reformulating the Minimization Principle

The difficulties with the current implementation of weak boundary conditions suggest a reconsideration of the form of the functional. Recall the bilinear form for the least-squares minimization principle (4.47):

\[
\mathcal{F}(u,v) := \langle b \cdot \nabla u, b \cdot \nabla v \rangle_{\Omega} + \langle u, v \rangle_B.
\] (5.55)

Discretization of \( \mathcal{F}(\cdot, \cdot) \) yields a discrete matrix \( A \) of the form

\[
A = \hat{A} + \hat{A},
\] (5.56)

where \( \hat{A} \) comes from the first (interior) term in (5.55) and \( \hat{A} \) from the second (boundary) term. Using standard bilinear finite elements and denoting

\[ I = \text{set of nodal indices not on the inflow boundary (interior nodes)}, \]
\[ B = \text{set of nodal indices on the inflow boundary (boundary nodes)}, \]

we arrive at the matrix structure

\[
A = \begin{bmatrix} \hat{A}_{II} & \hat{A}_{IB} \\ \hat{A}_{BI} & \hat{A}_{BB} \end{bmatrix} + \begin{bmatrix} 0 & 0 \\ 0 & \hat{A}_{BB} \end{bmatrix}.
\] (5.57)

The importance of this form becomes apparent as \( h \to 0 \). The interior portion, \( \hat{A} \), has entries that are \( \mathcal{O}(1) \), while the boundary portion, \( \hat{A} \), has \( \mathcal{O}(h) \) entries. When the mesh is refined—i.e., \( h \) decreases—the matrix \( A \) tends to become, in a sense, dominated by \( \hat{A} \). More importantly, the strength of connection between inflow boundary nodes weakens compared to those of the
Table 5.3: AMG convergence factors, $\rho$ (weak boundary conditions).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$N \times N$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>.34</td>
<td>.25</td>
<td>.27</td>
<td>.20</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>.48</td>
<td>.38</td>
<td>.30</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>.57</td>
<td>.49</td>
<td>.29</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>.69</td>
<td>.63</td>
<td>.33</td>
<td>.25</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>.74</td>
<td>.70</td>
<td>.42</td>
<td>.36</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>.79</td>
<td>.75</td>
<td>.40</td>
<td>.34</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>.51</td>
<td>.41</td>
<td>.31</td>
<td>.26</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>.57</td>
<td>.51</td>
<td>.33</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>.68</td>
<td>.62</td>
<td>.34</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>.80</td>
<td>.75</td>
<td>.38</td>
<td>.40</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>.85</td>
<td>.83</td>
<td>.43</td>
<td>.46</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>.87</td>
<td>.87</td>
<td>.50</td>
<td>.53</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>.45</td>
<td>.39</td>
<td>.32</td>
<td>.30</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>.61</td>
<td>.50</td>
<td>.35</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>.65</td>
<td>.61</td>
<td>.39</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>.72</td>
<td>.70</td>
<td>.42</td>
<td>.42</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>.79</td>
<td>.76</td>
<td>.50</td>
<td>.49</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>.85</td>
<td>.81</td>
<td>.59</td>
<td>.56</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.4: Work units per cycle: $W_c$ (weak boundary conditions).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$N \times N$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>3.4</td>
<td>6.7</td>
<td>4.7</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>3.6</td>
<td>7.2</td>
<td>5.8</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>3.8</td>
<td>7.5</td>
<td>6.5</td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>3.8</td>
<td>7.6</td>
<td>7.0</td>
<td>14.1</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>3.9</td>
<td>7.7</td>
<td>7.3</td>
<td>14.5</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>3.9</td>
<td>7.7</td>
<td>7.4</td>
<td>14.7</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>3.8</td>
<td>7.6</td>
<td>5.3</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>4.1</td>
<td>8.2</td>
<td>6.9</td>
<td>13.7</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>4.2</td>
<td>8.5</td>
<td>7.6</td>
<td>15.3</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>4.3</td>
<td>8.6</td>
<td>8.2</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>4.4</td>
<td>8.7</td>
<td>8.7</td>
<td>17.4</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>4.4</td>
<td>8.8</td>
<td>9.0</td>
<td>18.0</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4.5</td>
<td>9.0</td>
<td>8.0</td>
<td>15.8</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5.0</td>
<td>10.0</td>
<td>9.9</td>
<td>19.7</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>5.3</td>
<td>10.6</td>
<td>11.5</td>
<td>23.0</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>5.5</td>
<td>10.9</td>
<td>12.6</td>
<td>25.1</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>5.5</td>
<td>11.1</td>
<td>13.3</td>
<td>26.6</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>5.6</td>
<td>11.2</td>
<td>13.7</td>
<td>27.4</td>
<td></td>
</tr>
<tr>
<td>$\theta$</td>
<td>$N \times N$</td>
<td>V(1,1)</td>
<td>V(2,2)</td>
<td>W(1,1)</td>
<td>W(2,2)</td>
</tr>
<tr>
<td>----------</td>
<td>---------------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>4.16</td>
<td>16</td>
<td>7.2</td>
<td>11.1</td>
<td>8.3</td>
<td>13.1</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>11.4</td>
<td>17.2</td>
<td>11.1</td>
<td>17.0</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>15.4</td>
<td>24.2</td>
<td>12.1</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>23.7</td>
<td>38.1</td>
<td>14.6</td>
<td>23.4</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>29.5</td>
<td>49.7</td>
<td>19.2</td>
<td>32.6</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>37.8</td>
<td>62.0</td>
<td>18.5</td>
<td>23.0</td>
</tr>
<tr>
<td>6.16</td>
<td>16</td>
<td>13.0</td>
<td>19.5</td>
<td>10.4</td>
<td>17.8</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>17.0</td>
<td>28.1</td>
<td>14.3</td>
<td>27.6</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>25.4</td>
<td>40.9</td>
<td>16.3</td>
<td>33.5</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>44.6</td>
<td>69.2</td>
<td>19.5</td>
<td>41.2</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>61.8</td>
<td>107.8</td>
<td>23.8</td>
<td>51.7</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>72.4</td>
<td>144.9</td>
<td>30.0</td>
<td>65.5</td>
</tr>
<tr>
<td>8.16</td>
<td>16</td>
<td>13.0</td>
<td>22.1</td>
<td>16.1</td>
<td>30.3</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>23.4</td>
<td>33.3</td>
<td>21.6</td>
<td>43.2</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>28.4</td>
<td>49.5</td>
<td>28.1</td>
<td>54.6</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>38.3</td>
<td>70.6</td>
<td>33.4</td>
<td>66.7</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>54.2</td>
<td>93.1</td>
<td>44.3</td>
<td>86.0</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>79.1</td>
<td>122.1</td>
<td>59.8</td>
<td>108.9</td>
</tr>
</tbody>
</table>

Table 5.5: Work units per digit of accuracy: $W_d$ (weak boundary conditions).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$N \times N$</th>
<th>V(1,1)</th>
<th>V(2,2)</th>
<th>W(1,1)</th>
<th>W(2,2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.16</td>
<td>16</td>
<td>.32</td>
<td>.21</td>
<td>.22</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>.39</td>
<td>.29</td>
<td>.21</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>.47</td>
<td>.36</td>
<td>.20</td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>.56</td>
<td>.48</td>
<td>.19</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>.64</td>
<td>.57</td>
<td>.17</td>
<td>.15</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>.68</td>
<td>.62</td>
<td>.16</td>
<td>.13</td>
</tr>
<tr>
<td>6.16</td>
<td>16</td>
<td>.31</td>
<td>.27</td>
<td>.22</td>
<td>.18</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>.46</td>
<td>.39</td>
<td>.26</td>
<td>.25</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>.56</td>
<td>.49</td>
<td>.27</td>
<td>.29</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>.63</td>
<td>.59</td>
<td>.26</td>
<td>.30</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>.69</td>
<td>.67</td>
<td>.26</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>.74</td>
<td>.73</td>
<td>.28</td>
<td>.33</td>
</tr>
<tr>
<td>8.16</td>
<td>16</td>
<td>.29</td>
<td>.24</td>
<td>.23</td>
<td>.22</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>.41</td>
<td>.35</td>
<td>.26</td>
<td>.28</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>.54</td>
<td>.47</td>
<td>.29</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>.62</td>
<td>.58</td>
<td>.29</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>.70</td>
<td>.68</td>
<td>.29</td>
<td>.31</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>.78</td>
<td>.76</td>
<td>.29</td>
<td>.30</td>
</tr>
</tbody>
</table>

Table 5.6: AMG convergence factors, $\rho$ (strong boundary conditions).
### Table 5.7: Work units per cycle: $W_c$ (strong boundary conditions).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$N \times N$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1^+$</td>
<td>16</td>
<td>3.2</td>
<td>6.3</td>
<td>4.3</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>3.5</td>
<td>7.0</td>
<td>5.3</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>3.7</td>
<td>7.4</td>
<td>6.3</td>
<td>15.7</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>3.8</td>
<td>7.5</td>
<td>6.6</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>3.8</td>
<td>7.6</td>
<td>7.1</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>3.9</td>
<td>7.7</td>
<td>7.3</td>
<td>16.4</td>
</tr>
<tr>
<td>$N_2^+$</td>
<td>16</td>
<td>3.8</td>
<td>7.5</td>
<td>5.4</td>
<td>10.7</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>4.1</td>
<td>8.2</td>
<td>6.9</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>4.3</td>
<td>8.5</td>
<td>7.8</td>
<td>15.5</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>4.3</td>
<td>8.6</td>
<td>8.3</td>
<td>16.2</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>4.4</td>
<td>8.7</td>
<td>8.7</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>4.4</td>
<td>8.8</td>
<td>9.1</td>
<td>18.1</td>
</tr>
</tbody>
</table>

### Table 5.8: Work units per digit of accuracy: $W_d$ (strong boundary conditions).

<table>
<thead>
<tr>
<th>$\theta$</th>
<th>$N \times N$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1^+$</td>
<td>16</td>
<td>6.4</td>
<td>9.3</td>
<td>6.5</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>8.5</td>
<td>13.0</td>
<td>7.9</td>
<td>13.3</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>11.2</td>
<td>16.6</td>
<td>8.9</td>
<td>15.7</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>15.0</td>
<td>23.7</td>
<td>9.2</td>
<td>16.1</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>19.8</td>
<td>31.4</td>
<td>9.2</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>23.0</td>
<td>37.2</td>
<td>9.1</td>
<td>14.9</td>
</tr>
<tr>
<td>$N_2^+$</td>
<td>16</td>
<td>7.5</td>
<td>13.3</td>
<td>8.3</td>
<td>14.3</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>12.2</td>
<td>20.1</td>
<td>11.8</td>
<td>22.8</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>16.9</td>
<td>27.5</td>
<td>13.7</td>
<td>28.9</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>21.6</td>
<td>37.7</td>
<td>14.2</td>
<td>31.8</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>27.1</td>
<td>50.2</td>
<td>14.9</td>
<td>34.3</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>33.5</td>
<td>64.1</td>
<td>16.4</td>
<td>37.6</td>
</tr>
<tr>
<td>$N_3^+$</td>
<td>16</td>
<td>8.6</td>
<td>14.9</td>
<td>13.6</td>
<td>26.3</td>
</tr>
<tr>
<td></td>
<td>32</td>
<td>13.2</td>
<td>22.4</td>
<td>17.8</td>
<td>37.7</td>
</tr>
<tr>
<td></td>
<td>64</td>
<td>20.0</td>
<td>32.6</td>
<td>21.5</td>
<td>45.5</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>26.5</td>
<td>46.6</td>
<td>24.0</td>
<td>50.8</td>
</tr>
<tr>
<td></td>
<td>256</td>
<td>35.9</td>
<td>66.4</td>
<td>24.8</td>
<td>52.4</td>
</tr>
<tr>
<td></td>
<td>512</td>
<td>51.8</td>
<td>93.8</td>
<td>25.3</td>
<td>52.1</td>
</tr>
<tr>
<td>$N \times N$</td>
<td>(a)</td>
<td>(b)</td>
<td>(c)</td>
<td>(d)</td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>.54</td>
<td>.44</td>
<td>.42</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>.63</td>
<td>.55</td>
<td>.40</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>.73</td>
<td>.67</td>
<td>.46</td>
<td>.21</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>.80</td>
<td>.76</td>
<td>.49</td>
<td>.23</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>.90</td>
<td>.87</td>
<td>.67</td>
<td>.32</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>.92</td>
<td>.90</td>
<td>.71</td>
<td>.38</td>
<td></td>
</tr>
<tr>
<td>$W_c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4.8</td>
<td>9.7</td>
<td>9.1</td>
<td>9.2</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5.5</td>
<td>11.0</td>
<td>13.0</td>
<td>13.0</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>5.8</td>
<td>11.6</td>
<td>15.6</td>
<td>15.6</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>5.8</td>
<td>11.7</td>
<td>17.6</td>
<td>17.6</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>5.8</td>
<td>11.6</td>
<td>18.0</td>
<td>18.0</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>5.7</td>
<td>11.4</td>
<td>17.4</td>
<td>17.4</td>
<td></td>
</tr>
<tr>
<td>$W_d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>18.2</td>
<td>27.3</td>
<td>24.4</td>
<td>11.5</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>27.5</td>
<td>42.5</td>
<td>32.7</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>42.3</td>
<td>66.4</td>
<td>46.4</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>128</td>
<td>60.4</td>
<td>98.1</td>
<td>56.7</td>
<td>27.5</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>126.4</td>
<td>191.3</td>
<td>103.6</td>
<td>36.4</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>156.9</td>
<td>248.3</td>
<td>116.9</td>
<td>41.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.9: AMG performance for Example 2 (weak boundary conditions)

<table>
<thead>
<tr>
<th>$N \times N$</th>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>.54</td>
<td>.39</td>
<td>.39</td>
<td>.15</td>
</tr>
<tr>
<td>32</td>
<td>.60</td>
<td>.51</td>
<td>.40</td>
<td>.15</td>
</tr>
<tr>
<td>64</td>
<td>.68</td>
<td>.61</td>
<td>.37</td>
<td>.16</td>
</tr>
<tr>
<td>128</td>
<td>.77</td>
<td>.73</td>
<td>.41</td>
<td>.17</td>
</tr>
<tr>
<td>256</td>
<td>.87</td>
<td>.83</td>
<td>.57</td>
<td>.26</td>
</tr>
<tr>
<td>512</td>
<td>.89</td>
<td>.86</td>
<td>.63</td>
<td>.28</td>
</tr>
<tr>
<td>$W_c$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>4.6</td>
<td>9.2</td>
<td>8.4</td>
<td>8.4</td>
</tr>
<tr>
<td>32</td>
<td>5.3</td>
<td>10.7</td>
<td>12.3</td>
<td>12.3</td>
</tr>
<tr>
<td>64</td>
<td>5.6</td>
<td>11.2</td>
<td>14.7</td>
<td>14.6</td>
</tr>
<tr>
<td>128</td>
<td>5.7</td>
<td>11.4</td>
<td>16.3</td>
<td>16.3</td>
</tr>
<tr>
<td>256</td>
<td>5.7</td>
<td>11.5</td>
<td>17.2</td>
<td>17.2</td>
</tr>
<tr>
<td>512</td>
<td>5.7</td>
<td>11.3</td>
<td>17.4</td>
<td>17.4</td>
</tr>
<tr>
<td>$W_d$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>17.2</td>
<td>22.5</td>
<td>20.5</td>
<td>10.2</td>
</tr>
<tr>
<td>32</td>
<td>24.1</td>
<td>36.6</td>
<td>30.8</td>
<td>14.9</td>
</tr>
<tr>
<td>64</td>
<td>33.4</td>
<td>52.2</td>
<td>33.9</td>
<td>18.4</td>
</tr>
<tr>
<td>128</td>
<td>50.4</td>
<td>83.7</td>
<td>42.1</td>
<td>21.2</td>
</tr>
<tr>
<td>256</td>
<td>95.0</td>
<td>141.9</td>
<td>70.5</td>
<td>29.4</td>
</tr>
<tr>
<td>512</td>
<td>112.0</td>
<td>173.1</td>
<td>86.6</td>
<td>31.4</td>
</tr>
</tbody>
</table>

Table 5.10: AMG performance for Example 2 (strong boundary conditions)
interior. This directly impacts the performance of the algebraic multigrid method as shown in Tables 5.3-5.10. The interior problem \( \mathbf{A}_I \mathbf{u}_I = \mathbf{f}_I \) (strong treatment of the boundary conditions) is solved much more efficiently than the whole matrix problem (weak treatment of the boundary conditions).

These observations suggest reconsideration of the weighting of the boundary term in the functional. Consider the conforming least-squares functional with a weighted boundary:

\[
\mathcal{G}(u; f, g) := \| \mathbf{b} \cdot \nabla u - f \|_{0, \Omega}^2 + \omega \| u - g \|_B^2, \tag{5.58}
\]

where the \( B \)-norm is defined by (4.42) and \( \omega \) is a grid-dependent weight function. In Section 4.1, we prove a trace inequality using \( \omega = 1 \), noting that a weight of \( \omega = 1 \) or weaker is sufficient for obtaining this bound. We confirm this numerically in Section 4.1, where we find improved convergence in the functional norm and degraded results in the \( L^2 \)-norm for weaker weights such as \( \omega = h^p, p > 0 \). Moreover, we find that strengthening the weight, e.g., \( \omega = h^{-p} \), results in the opposite effect: functional convergence deteriorates, while convergence in the \( L^2 \)-norm improves slightly. Only for \( \omega = 1 \) do we achieve a balance in these two norms (see Figure 4.4).

Thus, it seems likely that we cannot remedy these difficulties by choosing a different weighting of the boundary term. We turn instead to the nature of the boundary conditions in the PDE. Consider a divergence-free flow field \( \mathbf{b}(x) \) \( (\nabla \cdot \mathbf{b} = 0) \) so that (4.1) becomes

\[
\nabla \cdot (\mathbf{b} u) = 0, \quad \text{in } \Omega, \tag{5.59a}
\]

\[
u = g, \quad \text{on } \Gamma_I, \tag{5.59b}
\]

where we now assume \( \mathbf{b} u \in H(\text{div}, \Omega) \). For a large class of forcing terms, \( f \), we can use a modified lifting argument that results in an auxiliary problem. For the multigrid discussion, however, we focus on conservation laws—i.e., \( f = 0 \). Then (5.59a) implies that

\[
\mathbf{b} u = \nabla^\perp \psi, \tag{5.60}
\]

for some \( \psi \in H^1(\Omega) \). This results in the boundary conditions

\[
\nabla^\perp \psi = \mathbf{b} g, \quad \text{on } \Gamma_I, \tag{5.61}
\]
which can be rewritten as

\[ \psi = \int_{\Gamma_f} (\mathbf{n} \cdot \mathbf{b})g, \quad \text{on } \Gamma_f, \tag{5.62} \]

\[ \mathbf{n} \cdot \nabla \phi = (\tau \cdot \mathbf{b})g, \quad \text{on } \Gamma_f. \tag{5.63} \]

These relations correspond to Dirichlet and Neumann boundary conditions on the inflow boundary, \( \Gamma_f \). The modified PDE results in the least-squares functional

\[ \tilde{G}(u; \psi; f, g) := \| \nabla \cdot (\mathbf{b}u) \|^2_{0, \Omega} + \| \nabla^+ \psi - \mathbf{b}u \|^2_{0, \Omega} \]

\[ + \| u - g \|^2_B + \| \psi - \int_{\Gamma_f} (\mathbf{n} \cdot \mathbf{b})g \|^2_{0, \Gamma_f} + \| \mathbf{n} \cdot \nabla \phi - (\tau \cdot \mathbf{b})g \|^2_{0, \Gamma_f}. \tag{5.64} \]

The corresponding weak form of the associated minimization problem is stated as the following.

**Problem 5.1.** Find \((u, \psi) \in (V, \Psi)\) such that

\[ \tilde{F}(u; \psi, v, \phi) = \tilde{F}(v, \phi), \quad \forall (v, \phi) \in (V, \Psi), \tag{5.65} \]

where

\[ \tilde{F}(u; \psi, v, \phi) = \langle \nabla \cdot \mathbf{b}u, \nabla \cdot \mathbf{b}v \rangle_{0, \Omega} + \langle \nabla^+ \psi - \mathbf{b}u, \nabla^+ \phi - \mathbf{b}v \rangle_{0, \Omega} \]

\[ + \langle u, v \rangle_B + \langle \nabla^+ \psi, \nabla^+ \phi \rangle_{0, \Gamma_f} \tag{5.66} \]

and

\[ \tilde{F}(v, \phi) = \langle v, g \rangle_B + \langle \nabla^+ \phi, \mathbf{b}g \rangle_{0, \Gamma_f}. \tag{5.67} \]

Existence and uniqueness of the least-squares solution to the modified PDE follow similarly to the analysis given in Chapter 4. Define the \( \tilde{V} \)-norm by

\[ \|(u, \psi)\|^2_{\tilde{V}} := \|u\|^2_{\tilde{V}} + \|\nabla^+ \psi\|^2_{0, \Omega} + \|\nabla^+ \psi\|^2_{0, \Gamma_f} \]

\[ = \|u\|^2_{0, \Omega} + \|\nabla \cdot \mathbf{b}u\|^2_{0, \Omega} + \|u\|^2_B \]

\[ + \|\nabla^+ \psi\|^2_{0, \Omega} + \|\nabla^+ \psi\|^2_{0, \Gamma_f} \tag{5.68} \]

and denote the associated Hilbert space by

\[ \tilde{V} := \{(u, \psi) \in L^2(\Omega)^2 : \|(u, \psi)\|_{\tilde{V}} < \infty\}. \tag{5.69} \]

The following establishes coercivity and continuity in the \( \tilde{V} \)-norm of the bilinear form, \( \tilde{F} \), defined by (5.66).
Theorem 5.2 (Coercivity and Continuity.). There exist constants $c_0$ and $c_1$ such that, for every $(u, \psi) \in (V, \psi)$,

$$c_0 \|(u, \psi)\|^2_V \leq \hat{F}(u, \psi; u, \psi), \quad (5.70)$$

$$\hat{F}(u, \psi; v, \phi) \leq c_1 \|(u, \psi)\|_V \|(v, \phi)\|_V. \quad (5.71)$$

Proof. From the Poincaré inequality, Lemma 4.4, we have

$$\|u\|^2_{0,\Omega} + \|\nabla \cdot bu\|^2_{0,\Omega} + \|u\|^2_B \leq c(\|
abla \cdot bu\|^2_{0,\Omega} + \|u\|^2_B) \quad (5.72)$$

$$\leq \hat{F}(u; u, \psi).$$

By Cauchy-Schwarz inequality, we also have

$$\langle \nabla^\perp \psi, \nabla^\perp \psi \rangle_{0,\Omega} = \langle \nabla^\perp \psi, \nabla^\perp \psi - bu \rangle_{0,\Omega} + \langle \nabla^\perp \psi, bu \rangle_{0,\Omega} \quad (5.73)$$

$$\leq \|
abla^\perp \psi\|_{0,\Omega} \|
abla^\perp \psi - bu\|_{0,\Omega} + \|
abla^\perp \psi\|_{0,\Omega} \|bu\|_{0,\Omega},$$

which results in

$$\|
abla^\perp \psi\|_{0,\Omega} \leq \|
abla^\perp \psi - bu\|_{0,\Omega} + \|bu\|_{0,\Omega} \quad (5.74)$$

Using the $\varepsilon$-inequality and the Poincaré inequality, again yields

$$\|
abla^\perp \psi\|^2_{0,\Omega} \leq c(\|
abla^\perp \psi - bu\|^2_{0,\Omega} + \|bu\|^2_{0,\Omega})$$

$$\leq c(\|
abla^\perp \psi - bu\|^2_{0,\Omega} + \|
abla \cdot bu\|^2_{0,\Omega} + \|u\|^2_B) \quad (5.75)$$

$$\leq c\hat{F}(u; u, \psi).$$

Adding $\|
abla^\perp \phi\|^2_{0,\Gamma_I}$ to both sides and combining with (5.72) yields in the first inequality, (5.70).

Continuity can be found by the triangle inequality:

$$\hat{F}(u, \psi; v, \phi) \leq \|
abla \cdot bu\|^2_{0,\Omega} \|
abla \cdot bv\|^2_{0,\Omega} + \|
abla^\perp \psi - bu\|^2_{0,\Omega} \|
abla^\perp \phi - bv\|^2_{0,\Omega}$$

$$+ \|u\|^2_B \|v\|^2_B + \|
abla^\perp \psi\|^2_{0,\Gamma_I} \|
abla^\perp \phi\|^2_{0,\Gamma_I} \quad (5.76)$$

$$\leq c\|(u, \psi)\|_V \|(v, \phi)\|_V.$$

This completes the proof.

Continuity and coercivity of the bilinear form implies existence and uniqueness of the solution by the theorem of Lax-Milgram [13]. Moreover, these results also hold for discrete subspaces $(V^h, \Psi^h) \subset (V, \Psi)$. 

We have added differential boundary conditions to the problem, ensuring that the weak connections do not diminish as $h \to 0$ as they did for the original formulation. However, we have not analyzed the entire structure of the problem. For the original bilinear form (5.55), we have the so-called formal normal equations

$$\mathcal{L}^* \mathcal{L} = \begin{bmatrix} -\nabla \cdot \mathbf{b} \mathbf{b}^T \nabla \end{bmatrix},$$

since

$$\mathcal{L} = \begin{bmatrix} \mathbf{b} \cdot \nabla \end{bmatrix}$$

and

$$\mathcal{L}^* = \begin{bmatrix} -(\nabla \cdot \mathbf{b}) \end{bmatrix}.$$  

(5.77)

As we described in Section 5.2, this is closely related to the rotated anisotropic diffusion equation. We expect algebraic multigrid solvers to effectively handle this type of equation. This was confirmed for the interior problem in Section 5.2. The formal normal equations for the modified bilinear form in (5.66) are

$$\mathcal{L}^* \mathcal{L} = \begin{bmatrix} -\nabla \times \nabla^\perp & -(\nabla \times) \mathbf{b} \\ -\mathbf{b}^T \nabla^\perp & -|\mathbf{b}|^2 - \mathbf{b}^T (\nabla \nabla^\perp) \mathbf{b} \end{bmatrix}$$

$$= \begin{bmatrix} -\Delta & -(\nabla \times) \mathbf{b} \\ -\mathbf{b}^T \nabla^\perp & -|\mathbf{b}|^2 - \nabla \cdot \mathbf{b} \mathbf{b}^T \nabla \end{bmatrix},$$

(5.80)

since

$$\nabla \cdot \mathbf{b} = 0,$$

(5.81)

$$\mathcal{L} = \begin{bmatrix} \nabla^\perp & -\mathbf{b} \\ 0 & (\nabla \cdot) \mathbf{b} \end{bmatrix},$$

$$\mathcal{L}^* = \begin{bmatrix} \nabla \times & 0 \\ -\mathbf{b}^T & -\mathbf{b}^T \nabla \end{bmatrix}.$$
Equation (5.80) shows that we retain differential diagonal dominance (i.e., the operator in the off-diagonal term of \( L^*L \) is first order while the diagonal is second order). Moreover, the structure of the diagonal is perhaps more attractive than simply the anisotropic diffusion operator in the original formulation. An added scaled mass matrix \(|b|^2I\) and a pure diffusion operator \( \Delta \) also appear in the diagonal terms. Both of these modifications are attractive qualities for multigrid methods.

Numerically, we first verify that the space of standard bilinear finite elements converge in the \( L^2 \)-norm and in the modified functional norm \( \| \cdot \|_G \). The space of bilinear finite elements, \( V^h \), is a natural choice to approximate \( \psi \in H^1(\Omega) \), since \( V^h \subset H^1(\Omega) \). Table 5.11 confirms that we retain the finite element convergence properties of the original formulation. We again assume

\[
\| u - u^h \| \approx c h^\alpha ,
\]

where \( c \) is some constant independent of the mesh size. We compute the convergence rate, \( \alpha \), according to (4.83). The convergence rates closely match those presented in Tables 4.3, 4.4, and 4.6, for \( k = 1 \). Moreover, spurious oscillations and overshoots are nearly non-existent. The solution profiles are visually identical to those of the original formulation (see Figures 4.8 and 4.9).

| \( \theta = \frac{\pi}{4} \) | .24 | .27 |
| \( \theta = \frac{\pi}{8} \) | .25 | .28 |
| \( \theta = \frac{\pi}{2} \) | .25 | .28 |
| Loop # 1 | .27 | .22 |
| Loop # 2 | .26 | .23 |
| Loop # 3 | .29 | .24 |

Table 5.11: Convergence rates for standard bilinear finite elements.

The difficulty with the original least-squares functional \( G \) was that we could not simultaneously achieve attractive functional convergence and optimal AMG convergence. In the previous section, we also show the need for \( W(1,1) \)-cycles for the interior problem. From (5.80), we see
that the anisotropic interior problem again represents much of the discrete problem, so we study
the performance for W(1,1) with the parameters discussed in Section 5.2. Table 5.12 shows that
the convergence factor, \( \rho \), remains nearly constant with decreasing \( h \) for the constant advection
case at various flow angles, \( \theta \). The total work units per digit accuracy, \( W_d \), also scale quite
well with grid size. The loop example, discussed in Section 4.5, results in slow growth in the
total work. In contrast to the results in Table 5.9, the modified approach achieves much better
performance, particularly when it is compared without the aid of a preconditioned conjugate
gradient (PCG) wrapper.

<table>
<thead>
<tr>
<th>( \theta = \frac{\pi}{4} )</th>
<th>( \rho )</th>
<th>( W_c )</th>
<th>( W_d )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0.28 )</td>
<td>4.6</td>
<td>8.4</td>
<td></td>
</tr>
<tr>
<td>( 0.27 )</td>
<td>5.2</td>
<td>9.1</td>
<td></td>
</tr>
<tr>
<td>( 0.24 )</td>
<td>5.5</td>
<td>8.9</td>
<td></td>
</tr>
<tr>
<td>( 0.26 )</td>
<td>5.8</td>
<td>9.9</td>
<td></td>
</tr>
<tr>
<td>( 0.27 )</td>
<td>6.0</td>
<td>10.6</td>
<td></td>
</tr>
<tr>
<td>( \theta = \frac{\pi}{6} )</td>
<td>( 0.28 )</td>
<td>4.9</td>
<td>8.9</td>
</tr>
<tr>
<td>( 0.28 )</td>
<td>5.6</td>
<td>10.1</td>
<td></td>
</tr>
<tr>
<td>( 0.26 )</td>
<td>6.1</td>
<td>10.4</td>
<td></td>
</tr>
<tr>
<td>( 0.29 )</td>
<td>6.8</td>
<td>12.7</td>
<td></td>
</tr>
<tr>
<td>( 0.33 )</td>
<td>6.8</td>
<td>14.2</td>
<td></td>
</tr>
<tr>
<td>( \theta = \frac{\pi}{2} )</td>
<td>( 0.33 )</td>
<td>5.8</td>
<td>12.1</td>
</tr>
<tr>
<td>( 0.31 )</td>
<td>6.9</td>
<td>13.5</td>
<td></td>
</tr>
<tr>
<td>( 0.31 )</td>
<td>7.5</td>
<td>14.8</td>
<td></td>
</tr>
<tr>
<td>( 0.30 )</td>
<td>8.1</td>
<td>15.5</td>
<td></td>
</tr>
<tr>
<td>( 0.29 )</td>
<td>8.6</td>
<td>16.1</td>
<td></td>
</tr>
<tr>
<td>Loop # 1</td>
<td>( 0.38 )</td>
<td>5.9</td>
<td>14.0</td>
</tr>
<tr>
<td>( 0.36 )</td>
<td>7.8</td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>( 0.42 )</td>
<td>9.0</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>( 0.44 )</td>
<td>9.9</td>
<td>27.7</td>
<td></td>
</tr>
<tr>
<td>( 0.61 )</td>
<td>9.8</td>
<td>45.7</td>
<td></td>
</tr>
<tr>
<td>Loop # 1 with PCG</td>
<td>( 0.16 )</td>
<td>5.9</td>
<td>7.4</td>
</tr>
<tr>
<td>( 0.17 )</td>
<td>7.8</td>
<td>10.2</td>
<td></td>
</tr>
<tr>
<td>( 0.21 )</td>
<td>9.0</td>
<td>13.3</td>
<td></td>
</tr>
<tr>
<td>( 0.25 )</td>
<td>9.9</td>
<td>16.4</td>
<td></td>
</tr>
<tr>
<td>( 0.32 )</td>
<td>9.8</td>
<td>19.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.12: AMG data for the modified functional (5.64) with weak treatment of boundary
conditions. W(1,1)-cycles are used. \( \rho \): convergence factor, \( W_c \): work units per cycle, \( W_d \): work
units per digit accuracy.

Supplying additional terms to improve the overall nature of the problem is a common
approach in the least-squares methodology. This is particularly the case for first-order systems
least-squares (FOSLS) [23], where extra variables are added to create a first-order system and redundant equations are supplied to ensure $H^1$-equivalence of the least-squares bilinear form. Although the goal in this section was not to achieve a certain level of equivalence, the principle is the same. We modified the PDE to maintain convergence properties of the least-squares functional but to obtain a linear system that is more amenable to AMG solves. The improved performance does come with some cost, however. We introduce a new equation (5.60), which increases the number of variables by one. This new variable, $\psi$, increases the degrees of freedom at each node to two. We thus obtain a system of size $2N \times 2N$, which results in roughly four times the amount of work per cycle compared to the original $N \times N$ system. However, this new approach appears to provide an optimal solution method, which is critical to performance as the problem size increases.
Chapter 6

Least-Squares Finite Element Methods for Nonlinear Hyperbolic PDEs

This chapter introduces a new least-squares approach for nonlinear hyperbolic conservation laws. The focus of Chapters 3, 4, and 5 was on LSFEMs for the linear advection problem given by (4.1), where the solutions contained contact discontinuities. Here, we shift the focus from linear to nonlinear equations. Scalar nonlinear hyperbolic conservation laws of the form

\[ \nabla \cdot F(u) = 0, \quad \text{in } \Omega, \]  

\[ u = g, \quad \text{on } \Gamma_I, \]  

are considered. Here, \( \Omega \subset \mathbb{R}^2 \) is a convex domain and \( \Gamma_I \) is defined by

\[ \Gamma_I := \{ x \in \partial \Omega : dF(u) \cdot n < 0 \}, \]  

where \( dF(u) \) is the Fréchet derivative of \( F(u) \). This is consistent with the definition for the linear case, (4.2), since, for smooth \( u \), \( \nabla \cdot F(u) = dF(u) \cdot \nabla u \) and vector \( dF(u) \) is tangent to the characteristic curves at the boundary. The outflow boundary is similarly defined by

\[ \Gamma_O := \{ x \in \partial \Omega : dF(u) \cdot n > 0 \}, \]  

and the boundary that is aligned with flow characteristics is defined by

\[ \Gamma_C := \{ x \in \partial \Omega : dF(u) \cdot n = 0 \}. \]  

Variable \( u \) is the conserved quantity, while \( F(u) \) is the flux vector, as outlined in Chapter 2. The flux vector, \( F(u) \), is a nonlinear function of \( u \), and we require the components, \( F_i(u) \), of
$\mathbf{F}(u)$ to be Lipschitz continuous, i.e., there exists a constant $K \in \mathbb{R}^+$ such that

$$|F_i(u_1) - F_i(u_2)| \leq K |u_1 - u_2|$$  \hspace{1cm} (6.5)

for all $u_1, u_2 \in \mathbb{R}$, and for $i = 1, 2$.

The standard least-squares approach used in Chapters 3, 4, and 5 has a significant shortcoming in its application to nonlinear hyperbolic conservation laws in the form of (6.1): the equations are not Newton-linearizable around a discontinuous solution for nonlinear flux functions, in the sense that the Fréchet derivative of $\nabla \cdot \mathbf{F}$ is unbounded. This is described in more detail in Appendix A.

Following the approach of Section 5.3, the goal is then to properly reformulate (6.1) so that the resulting equations are linearizable around discontinuous solutions and so that the correct weak solution to the problem is obtained. As discussed in Chapter 2, the nonlinear hyperbolic conservation law allows for weak solutions in which discontinuities arise in the form of shocks. Adequately resolving shocks in the numerical approximation is a focus in our development of the least-squares method throughout this chapter.

We first reformulate the nonlinear conservation law by introducing the flux vector explicitly as an additional dependent variable. This reformulation highlights the smoothness of the flux vector, $\mathbf{F}(u) \in H(div, \Omega)$. The reformulation enables a choice of finite element spaces for the unknown associated with the flux vector that conforms closely to the $H(div)$-regularity of the problem. The standard least-squares finite element method is then applied using $H(div)$-conforming finite elements in a Gauss-Newton linearization setting. We thus label the approach as an $H(div)$ least-squares finite element method (LSFEM). This formulation also yields an additional similar set of equations in terms of a scalar potential, which is the De Rham-dual of the flux vector [70]. The resulting LSFEM is also equivalent to an $H^{-1}$ minimization, and we refer to it as the $H^{-1}$ least-squares finite element method. In the latter approach, the resulting system of equations is perhaps more attractive since it is more naturally discretized using standard bilinear finite elements. Moreover, this approach is closely related to the reformulation of
Section 5.3.

Extensive numerical results are presented for the new least-squares formulations. The numerical results show not only attractive solution quality, but also convergence to the weak solution. Obtaining the weak solution often poses a challenge in the development of numerical methods for nonlinear hyperbolic conservation laws (see Section 2.2.2). We prove weak conservation properties of our methods, namely, that if $u^h$ converges to some $\hat{u}$, then $\hat{u}$ is a weak solution of (6.1). This theoretical result for the LSFEM is equivalent to the Lax-Wendroff conservation result for numerical schemes that satisfy an exact discrete conservation property [58, 59]. An important observation in this respect is that our $H(div)$ and $H^{-1}$ methods do not impose the conservation property. The two approaches naturally converge to the weak solution even though they do not enforce exact discrete conservation.

The LSFEMs we derive in this chapter are different from more standard numerical methods for nonlinear hyperbolic conservation laws. As discussed in Section 2.4, finite volume methods and discontinuous Galerkin methods have been successful in recent years in simulating nonlinear hyperbolic flows, achieving acceptable solution quality in the numerical approximation [62, 27]. The least-squares methods introduced here do not follow these methodologies.

Our approach does have disadvantages, which have already been discussed in the linear setting. The reformulation in Section 5.3 introduces additional variables, increasing the number of degrees of freedom at the discrete level. Also, smearing of shocks is evident in the LSFEM. However, we are again motivated by the computational benefits offered in the LS setting. Minimization of the least-squares functional offers a sense of optimality and provides a natural sharp a posteriori error estimator, which can be used in adaptive refinement to resolve the smearing at shocks. We present numerical evidence in Section 6.2 to validate this claim. Also, in Section 5.3, we report on promising numerical results using an AMG method for a similar formulation of the linear problem. Although we do not explore the multigrid solver for the nonlinear case in this dissertation, the numerical results we present in Section 6.2 are computed using multigrid solvers. Preliminary results are encouraging, particularly in a Full Multigrid (FMG) setting [20].
The chapter is structured as follows. In the next section, the $H(\text{div})$-smoothness of the flux vector is discussed in the context of weak solutions, and an $H(\text{div})$ reformulation of nonlinear hyperbolic conservation laws is introduced. A similar $H^{-1}$-like formulation is also presented. The equations are then posed as a least-squares minimization principle and the corresponding weak problems are derived in a nonlinear context. We follow this with a discussion of the formulations with respect to the $H^{-1}$-norm. In Section 6.2, we present numerical results that indicate convergence of the LSFEMs to an entropy weak solution of the conservation law. We present finite element convergence rates for shocks and solutions with rarefaction waves. Convergence of the Newton method is also investigated and numerical evidence for convergence of a shock simulation on a locally adapted space-time domain is shown. In Section 6.3, we prove weak conservation theorems for the LSFEMs that are equivalent to the Lax-Wendroff theorem for numerical schemes that satisfy an exact discrete conservation property. In the final section, we explore convergence of the finite element approximations and coercivity of the functional with respect to the graph norm in more detail.

6.1 Reformulation of the Conservation Law

Here, we formalize the definition of a weak solution. We propose new formulations of the conservation law that possess regularity better suited for standard finite element spaces (e.g., Raviart-Thomas and bilinear finite elements). Finally, we draw a connection between the least-squares minimizations of these new formulations and $H^{-1}$ Sobolev norms.

6.1.1 Weak Solutions

We first recall the definition of weak solutions. From Section 2.2.2, note that the integral definition of (6.1) allows shocks and discontinuities as valid solutions. The differential form,
(6.1), also allows such (weak) solutions in a distribution sense [62]. Let

\[ V = H^1_{0, \Gamma_0} = \{ u \in H^1(\Omega) : u = 0 \text{ on } \Gamma_0 \}, \]  

\[ W = H^1_{0, \Gamma_0 \cup \Gamma_C} = \{ u \in H^1(\Omega) : u = 0 \text{ on } \Gamma_0 \cup \Gamma_C \}. \]  

Denote by \( \| \cdot \|_V \) the norm on \( V \) and \( W \), which is the \( H^1 \)-seminorm. That is, for \( u \in V \) (or \( W \))

\[ \| u \|_V = \| \nabla u \|_{0, \Omega}. \]  

We define a weak solution of (6.1) as follows [39, 58, 62]:

**Definition 6.1 (Weak Solutions).** Assume \( u \in L^\infty(\Omega) \). Then

\[ u \text{ is a weak solution of (6.1)} \]  

\[ \iff \]  

\[ -\langle F(u), \nabla \phi \rangle_{0, \Omega} + (n \cdot F(g), \phi)_{0, \Gamma_j} = 0 \quad \forall \phi \in V, \]  

For this discussion on weak solutions, following [39], we restrict our consideration to the class of piecewise continuously differentiable functions, \( \hat{C}^1(\Omega) \). That is, \( u \in \hat{C}^1(\Omega) \) if there exists a finite partition, \( \{ \Omega_i \}_{i=1}^m \), consisting of open sets such that

\[ \Omega = \bigcup_{i=1}^m \Omega_i, \]  

\[ \Omega_i \cap \Omega_j = \emptyset \quad \text{for } i \neq j, \]  

\[ u|_{\Omega_i} \in C^1(\Omega_i) \quad \text{for each } i. \]  

This accounts for many cases of practical interest and we can formally say that \( u \in \hat{C}^1(\Omega) \subset H^{1+\varepsilon}(\Omega) \) for every \( \varepsilon > 0 \) (see [2] for a complete description of Sobolev spaces of fractional order).

We now pose the idea of weak solutions to (6.1) in the context of \( H(div, \Omega) \), the space of all square integrable functions with divergence that is square integrable. Let \( \jump{w}_\gamma \) be the jump in \( w \) across a smooth curve \( \gamma \) and let \( n \) be the normal to this curve. We then define \( H(div, \Omega) \)
in the following two equivalent ways [38]:

\[ H(\text{div}, \Omega) = \{ \mathbf{w} \in L^2(\Omega)^2 : \nabla \cdot \mathbf{w} \in L^2(\Omega) \} \]
\[ = \{ \mathbf{w} \in L^2(\Omega)^2 : \mathbf{n} \cdot [\mathbf{w}]_\gamma = 0 \text{ a.e. for any smooth curve, } \gamma, \text{ in } \Omega \}. \]  

(6.14)  
(6.15)

Condition

\[ \mathbf{n} \cdot [\mathbf{w}]_\gamma = 0 \]  

(6.16)

implies that normal vector components of the vector field are continuous across \( \gamma \). However, this allows the tangential components to be discontinuous. Thus, weak solutions of (6.1) in \( \hat{C}^1(\Omega) \) satisfy (6.16) along any curve, \( \gamma [67] \). This approach also establishes the so-called Rankine-Hugoniot relation [62]. If we consider a straight shock, as illustrated in Figure 6.1 (b), then \( \mathbf{n} = (1, -s) \), where \( s \) is the shock speed. For flux vector \( \mathbf{F}(u) = (F(u), u) \), (6.16) implies

\[ s = \frac{\|F(u)\|_\gamma}{\|u\|_\gamma}, \]  

(6.17)

where \( \gamma \) is now the shock curve. This suggests that weak solutions may be characterized in terms of flux vector \( \mathbf{F}(u) \) and Sobolev space \( H(\text{div}, \Omega) \). We pose the following:

**Theorem 6.2 (Weak Solutions and \( H(\text{div}, \Omega) \)).** Assume \( u \in L^\infty(\Omega) \cap \hat{C}^1(\Omega) \). Then

\[ u \text{ is a weak solution of (6.1) } \]
\[ \iff \]
\[ \|\nabla \cdot \mathbf{F}(u)\|_{0, \Omega}^2 = 0 \text{ and } \|u - g\|_{0, \Gamma_{I}}^2 = 0. \]  

(6.18)  
(6.19)

**Proof.** Begin by assuming that \( u \) is a weak solution of (6.1). Godlewski and Raviart [39] (Theorem 2.1) show that this is equivalent to

(I) \( u \) satisfies (6.1) pointwise away from shock curves \( s \),

(II) Rankine-Hugoniot condition \( \mathbf{n} \cdot [\mathbf{F}(u)]_s = 0 \) holds along shocks.

From (I) and (II) and (6.15), we have that \( \mathbf{F}(u) \in H(\text{div}, \Omega) \). From (I), it then follows that \( \|\nabla \cdot \mathbf{F}(u)\|_{0, \Omega} = 0 \). Since (6.1b) is satisfied a.e. on \( \Gamma_{I} \) by (I), we also have \( \|u - g\|_{0, \Gamma_{I}} = 0 \).
Conversely, assume that \( \| \nabla \cdot \mathbf{F}(u) \|_{0, \Gamma} = 0 \) and \( \| u - g \|_{0, \Omega} = 0 \). We then have that \( \mathbf{F}(u) \in H(\text{div}, \Omega) \) and, by (6.15), \( \mathbf{n} \cdot [\mathbf{F}(u)]_{\gamma} = 0 \) for any smooth curve, \( \gamma \), in \( \Omega \). Thus, \( \mathbf{n} \cdot [\mathbf{F}(u)]_s = 0 \) for shock curves \( s \) and, again by Theorem 2.1 in [39], we have that \( u \) is a weak solution of (6.1).

\[
\begin{align*}
\Omega_1 & \quad \Omega_2 \\
\gamma & \quad \gamma
\end{align*}
\]

(a) \hspace{2cm} (b)

Figure 6.1: Illustration of smooth shock curve \( \gamma \) for which \( \mathbf{n} \cdot [\mathbf{F}(u)]_{\gamma} = 0 \).

### 6.1.2 Reformulations

With the idea of weak solutions in the context of \( H(\text{div}, \Omega) \), provided by Theorem 6.2, we are now able to properly reformulate (6.1). We do this problem in terms of the flux vector variable \( \mathbf{w} = \mathbf{F}(u) \) to avoid difficulties with the linearization in Newton’s method (see Appendix A) and to expose the \( H(\text{div}) \)-smoothness of the generalized flux function. We are thus able to employ standard finite element subspaces that are \( H(\text{div}) \)-conforming and arrive at a more flexible discretization of the problem.

To begin, let \( \mathbf{w} = \mathbf{F}(u) \). Problem (6.1) can then be written as

\[
\begin{align*}
\nabla \cdot \mathbf{w} &= 0 \quad \text{in} \ \Omega, \quad \text{(6.20a)} \\
\mathbf{w} &= \mathbf{F}(u) \quad \text{in} \ \Omega, \quad \text{(6.20b)} \\
\mathbf{n} \cdot \mathbf{w} &= \mathbf{n} \cdot \mathbf{F}(g) \quad \text{on} \ \Gamma_I, \quad \text{(6.20c)} \\
u &= g \quad \text{on} \ \Gamma_I. \quad \text{(6.20d)}
\end{align*}
\]

For the new boundary conditions, we find both numerically and theoretically that it is sufficient
to impose only the normal component in (6.20c) versus \( w = F(g) \). The nonlinear system of equations given by (6.20) is solved using a Newton approach. We address the Newton method in more detail in Section 6.2, although it is important to comment here on the behavior of the Fréchet derivative of nonlinear operator \( L(w, u) \) defined by (6.20). One of the difficulties with using the original form of conservation law (6.1) is that the Fréchet derivative is unbounded (see Appendix A). With this reformulation, however, the Fréchet derivative operator at \((w, u)\),

\[
d\mathcal{L}|_{(w, u)}[\hat{w}, \hat{u}] = \begin{bmatrix} \nabla \\
I \\
d F|^u \\ -d F|^u
\end{bmatrix} \begin{bmatrix} \hat{w} \\
\hat{u}
\end{bmatrix},
\]

is a bounded operator from \( H(div, \Omega) \times L^2(\Omega) \to L^2(\Omega)^2 \). This issue is also investigated in more detail in Appendix A.

We briefly study formulation (6.20) numerically in Section 6.2. \( H(div) \)-conforming finite elements are used, namely, the lowest order Raviart-Thomas finite elements, \( RT_0 \). It is for this reason that we label (6.20) the \( H(div) \) formulation. Our primary focus throughout this chapter, however, is on a closely related formulation, which we now introduce.

Since \( \nabla \cdot F(u) = 0 \), we can conclude that \( F(u) = \nabla^\perp \phi \) for some \( \phi \in H^1(\Omega) \) [38]. We then rewrite (6.1) as

\[
\nabla^\perp \phi - F(u) = 0 \quad \text{in } \Omega,
\]

\[
\mathbf{n} \cdot \nabla^\perp \phi = \mathbf{n} \cdot F(g) \quad \text{on } \Gamma_I,
\]

\[
u = g \quad \text{on } \Gamma_I.
\]

Comparing this formulation with (6.20), we have merely made the substitution \( w = \nabla^\perp \phi \). This is equivalent to choosing \( w \) from the divergence free subspace of \( RT_0 \). Each element of this subspace is \( \nabla^\perp \) applied to a bilinear finite element basis function. Numerically, however, we find that the results closely agree. For the remainder of the chapter, we focus our theoretical results on the latter formulation, (6.22), only mentioning the corresponding theory for (6.20) when it closely follows. In Section 6.1.4, we prove that the least-squares minimization associated with (6.22) is, in a sense, \( H^{-1} \) equivalent. For this reason, we label (6.22) the \( H^{-1} \) formulation.
It is important to mention that the Fréchet derivative for this formulation is also a bounded as an operator from $H^1(\Omega) \times L^2(\Omega) \to L^2(\Omega)^2$. The Fréchet derivative at $(\phi, u)$ in the direction $(\hat{\phi}, \hat{u})$ is given by

$$d\mathcal{L}_{(\phi, u)}[(\hat{\phi}, \hat{u})] = \begin{pmatrix} \nabla \perp & -d\mathbf{F}_{|u} \\ \hat{\phi} & \hat{u} \end{pmatrix},$$

and is also discussed in more detail in Appendix A.

**Remark 6.3.** Recall the modified linear convection problem from Section 5.3:

$$\nabla \cdot (bu) = 0 \quad \text{in} \ \Omega,$$

$$\nabla \perp \phi - bu = 0 \quad \text{in} \ \Omega,$$

plus boundary conditions. There is obviously a strong connection between this formulation and new formulations (6.20) and (6.22). This close relation is interesting since both approaches were motivated from dramatically different directions. The additional equations supplied in Section 5.3 arose from an attempt to address poor multigrid convergence, whereas the formulations presented in this section were derived based on regularity of the problem. Again, we are reminded of the intimate coupling between the discretization and solver for the corresponding discrete linear system. The results of Section 5.3 also indicate that we may find success in solving the new formulations in a multilevel least-squares context. Multigrid solvers for (6.22) are beyond the scope of this dissertation, however.

### 6.1.3 Least-Squares Finite Element Methods

Formulation (6.22) is now posed as a least-squares minimization principle. We define the nonlinear least-squares functional as

$$\mathcal{G}(\phi, u; g) := \|\nabla \perp \phi - \mathbf{F}(u)\|_{0, \Omega}^2 + \|\mathbf{n} \cdot (\nabla \perp \phi - \mathbf{F}(g))\|_{0, \Gamma_t}^2 + \|u - g\|_{0, \Gamma_t}^2.$$

The functional is minimized over subspaces $\Phi^h \subset H^1(\Omega)$ and $U^h \subset H^1(\Omega)$. That is, we seek $(\phi^h, u^h)$ such that

$$(\phi^h, u^h) = \arg\min_{\phi^h \in \Phi^h, u^h \in U^h} \mathcal{G}(\phi^h, u^h; g).$$
The nonlinear functional in (6.25) is minimized by linearizing equations (6.22) around \((\phi^h, u^h)\) and then minimizing the least-squares functional that is based on the linearized equations. Iteratively repeating this procedure until convergence is called the Gauss-Newton method for nonlinear least-squares minimization [32]. We can now formally state the weak problem.

**Problem 6.4 (Gauss-Newton \(H^{-1}\) LSFEM).** Given \((\phi^h, u^h)\), find \(\phi^h_{i+1} \in \Phi^h\) and \(u^h_{i+1} \in \mathcal{U}^h\) such that

\[
\langle \nabla \phi^h_{i+1} - F(u^h_i) - dF|_{u^h_i}[u^h_{i+1} - u^h_i], \nabla \psi^h \rangle_{0,\Omega} + \langle n \cdot (\nabla \phi^h_{i+1} - F(g)), n \cdot \nabla \psi^h \rangle_{0,\Gamma_I} = 0
\]

(6.27a)

\[
\langle \nabla \psi^h_{i+1} - F(u^h_i) - dF|_{u^h_i}[u^h_{i+1} - u^h_i], -dF|_{u^h_i}[v^h] \rangle_{0,\Omega} + \langle u^h_{i+1} - g, v^h \rangle_{0,\Gamma_I} = 0,
\]

(6.27b)

for all \(\psi^h \in \Phi^h\) and \(v^h \in \mathcal{U}^h\).

In Section 6.2, we choose standard continuous bilinear finite elements on quadrilaterals for both \(\Phi^h\) and \(\mathcal{U}^h\).

The Gauss-Newton LSFEM for (6.20) follows similarly. Define the associated nonlinear least-squares functional as

\[
\mathcal{F}(w, u; g) := \|\nabla \cdot w\|_{0,\Omega}^2 + \|w - F(u)\|_{0,\Omega}^2 + \|n \cdot (w - F(g))\|_{0,\Gamma_I}^2 + \|u - g\|_{0,\Gamma_I}^2.
\]

(6.28)

We seek \((w^h_*, u^h_*)\) such that

\[
(w^h_*, u^h_*) = \operatorname{argmin}_{w^h \in \mathcal{W}^h, u^h \in \mathcal{U}^h} \mathcal{F}(w^h, u^h; g).
\]

(6.29)

The linearized discrete weak problem is as follows:

**Problem 6.5 (Gauss-Newton \(H(\text{div})\) LSFEM).** Given \((w^h_*, u^h_*)\), find \(w^h_{i+1} \in \mathcal{W}^h\) and \(u^h_{i+1} \in \mathcal{U}^h\) such that

\[
\langle \nabla \cdot w^h_{i+1}, \nabla \cdot \chi^h \rangle_{0,\Omega} + \langle w^h_{i+1} - F(u^h_i) - dF|_{u^h_i}[u^h_{i+1} - u^h_i], \chi^h \rangle_{0,\Omega}
\]

\[
+ \langle n \cdot (w^h_{i+1} - F(g)), n \cdot \chi^h \rangle_{0,\Gamma_I} = 0
\]

(6.30a)
\begin{equation}
\langle \mathbf{w}_i^{h+1} - \mathbf{F}(u_i^h) - d\mathbf{F}|_{u_i^h}[u_i^h - w_i^h], -d\mathbf{F}|_{w_i^h}[v_i^h] \rangle_{0,\Omega} + \langle u_i^{h+1} - g, v_i^h \rangle_{0,\Gamma_I} = 0, \tag{6.30b}
\end{equation}

for all \( \mathbf{v}_i^h \in \mathcal{V}_h \) and \( \mathbf{v}_i^h \in \mathcal{U}_h \).

In our numerical investigations, for \( \mathcal{V}_h \), we use \( RT_0 \), which are \( H(\text{div}) \)-conforming, and, for \( \mathcal{U}_h \), standard continuous bilinear finite elements.

**Remark 6.6.** For \( \phi \in H^1(\Omega) \), we know that \( \mathbf{n} \cdot \nabla \phi \in H^{-\frac{1}{2}}(\Omega) \), which is generally not in \( L^2(\Omega) \).

Thus
\begin{equation}
\| \mathbf{n} \cdot \nabla \phi - \mathbf{F}(g) \|_{0,\Gamma_I}
\end{equation}

may not be bounded in general. However, this term is in fact bounded for the finite element subspaces that we consider and is simpler than other forms we could use for (6.22b).

### 6.1.4 \( H^{-1} \) Theory

We now consider (6.1) in the context of weak Sobolev-type norms, namely, \( H^{-1}(\Omega) \) \cite{81}.

We first define notation. Recall that \( V \) in (6.6) is the closure of
\begin{equation}
C^\infty_{\Gamma,O,\Omega} = \{ u \in C^\infty(\bar{\Omega}) : u = 0 \text{ on } \Gamma_O \},
\end{equation}

under the \( H^1 \)-norm, \( \| \cdot \|_{1,\Omega} \). The associated **dual** or negative norm of \( u \in L^2(\Omega) \) is defined to be
\begin{equation}
\| u \|_{-1,\Gamma,O,\Omega} = \sup_{p \in V} \frac{|\langle u, p \rangle_{0,\Omega}|}{\| p \|_{0,\Omega}}.
\end{equation}

Define the dual space, \( V' \), to be the closure of \( L^2(\Omega) \) under dual norm (6.33).

For simplicity, consider the following linear conservation law:
\begin{align}
\nabla \cdot \mathbf{b} u &= f \quad \text{in } \Omega, \tag{6.34a} \\
u &= g \quad \text{on } \Gamma_I, \tag{6.34b}
\end{align}

which, as discussed in Chapter 2, is more precisely termed a balance law. Further, assume that we have applied a lifting argument so that \( u \) is homogeneous on the boundary and, thus, \( g = 0 \).
We are interested in characterizing the weak solution of (6.1), so we consider $u$ in the following normed linear space:

$$U = \{ u \in V' : \nabla \cdot b u \in V', u = 0 \text{ on } \Gamma_I \},$$

(6.35)

with norm

$$\| u \|_U = \| \nabla \cdot b u \|_{-1, \Gamma_O, \Omega} = \sup_{p \in V} \frac{|(b u, \nabla p)_{0, \Omega}|}{\| \nabla p \|_{0, \Omega}}.$$  \hspace{1cm} (6.36)

That is, $u \in U$ if $\langle b u, \nabla \rangle_{0, \Omega} \in V'$. The boundary terms, which are typically present in dual norms, are zero, since $u = 0$ on $\Gamma_I$ and $\Gamma_O$. Solving (6.34) in a weak sense becomes: find $u \in U$ such that

$$\| \nabla \cdot b u - f \|_{-1, \Gamma_O, \Omega} = 0. \hspace{1cm} (6.37)$$

Equivalently, find $u \in U$ such that

$$a(u, v) = \ell(v) \hspace{1cm} \forall v \in V,$$  \hspace{1cm} (6.38)

where

$$a(u, v) = (b u, \nabla v)_{0, \Omega} \hspace{1cm} (6.39)$$

$$\ell(v) = \langle f, v \rangle_{0, \Omega}. \hspace{1cm} (6.40)$$

**Remark 6.7.** We define the weak solution in terms of (6.37) formally in Section 6.3 (Theorem 6.17).

The goal is to show that for every $f \in V'$, there exists a unique $u \in U$ that satisfies (6.34) (with $g = 0$). That is, we need to prove that the linear mapping $\mathcal{L} : U \rightarrow V'$ defined by (6.34) is an isomorphism. Clearly, $V$ is a Hilbert space, so we must in effect show that $U$ is also a Hilbert space. We do this explicitly, then proceed to establish the assumptions of a Generalized Lax-Milgram Theorem (Theorem III.3.6, [13]). We first prove the following lemma.

**Lemma 6.8.** Let $b \in H(\text{div}, \Omega)$ and $u \in U \cap H^1(\Omega)$. Assume that $b$ is such that $d(\Gamma_I, \Gamma_O) > 0$. Then there exists a constant, $c > 0$, depending only on the diameter of the domain, such that

$$\| u \|_{-1, \Gamma_O, \Omega} \leq c \| \nabla \cdot b u \|_{-1, \Gamma_O, \Omega}. \hspace{1cm} (6.41)$$
Proof. Since $\Gamma_I$ and $\Gamma_O$ are separated by a nontrivial distance, we can map (with bounded Jacobian) the flow field, $b$, to one which is aligned with the $x$-axis, where $\Gamma_I$ and $\Gamma_O$ become the left and right boundaries. With this transformation, we state the following proof. Mapping back to the original domain generates a constant that depends only on the diameter of $\Omega$ and the Jacobian map. Without loss of generality, we consider $b = (1, 0)$ for the remainder of the proof. Denote by $y_b$ and $y_t$ the respective bottom and top limits of the transformed domain.

Let $p \in V$ and write $u$ as

$$u(x, y) = \int_{x_I(y)}^{x} \frac{d}{ds}u(s, y) \, ds,$$

where $x_I(y) \in \Gamma_I$. Similarly, let $x_O(y) \in \Gamma_O$. Integrating from $x_I(y)$ to $x_O(y)$, we have

$$\int_{x_I(y)}^{x_O(y)} u(x, y)p(x, y) \, dx = \int_{x_I(y)}^{x_O(y)} \left( \int_{x_I(y)}^{x} \frac{d}{ds}u(s, y) \, ds \right) p(x, y) \, dx. \quad (6.43)$$

Changing the order of integration yields

$$\int_{x_I(y)}^{x_O(y)} u(x, y)p(x, y) \, dx = \int_{x_I(y)}^{x_O(y)} \left( \int_{s}^{x_O(y)} p(x, y) \, dx \right) \frac{d}{ds}u(s, y) \, ds. \quad (6.44)$$

Define

$$q(x, y) = \int_{x}^{x_O(y)} p(\eta, y) \, d\eta,$$

which is in $V$ since $q(x, y) = 0$ on $\Gamma_O$. Substituting into (6.44) results in

$$\int_{x_I(y)}^{x_O(y)} u(x, y)p(x, y) \, dx = \int_{x_I(y)}^{x_O(y)} q(x, y) \frac{d}{dx}u(x, y) \, dx. \quad (6.46)$$

Integrating in $y$ from $y_b$ to $y_t$, we arrive at

$$\int_{y_b}^{y_t} \int_{x_I(y)}^{x_O(y)} u(x, y)p(x, y) \, dx \, dy = \int_{y_b}^{y_t} \int_{x_I(y)}^{x_O(y)} q(x, y) \frac{\partial}{\partial x}u(x, y) \, dx \, dy, \quad (6.47)$$

which becomes

$$\langle u, p \rangle_{0, \Omega} = \langle \frac{\partial u}{\partial x}, q \rangle_{0, \Omega} = \langle \nabla \cdot bu, q \rangle_{0, \Omega}. \quad (6.48)$$

We now show that there exists a constant $c$ such that

$$c = \sup_{p \in V} \frac{\|\nabla q\|_{0, \Omega}}{\|\nabla p\|_{0, \Omega}}. \quad (6.49)$$
Notice that

\[-\partial_x q = p \quad (6.50)\]

\[\partial_y q = \frac{\partial}{\partial y} \int_x^{x_O(y)} p(\eta, y) \, d\eta \]
\[= \int_x^{x_O(y)} \frac{\partial p(\eta, y)}{\partial y} \, d\eta + \left. p(x_O(y), y) \right|_{\eta = 0} \frac{dx_O(y)}{dy}. \quad (6.51)\]

The Poincaré inequality applies to give

\[\|\partial_x q\|_{0, \Omega} = \|p\|_{0, \Omega} \lesssim D(\Omega)\|\nabla p\|_{0, \Omega}, \quad (6.52)\]

where \(D(\Omega)\) is the diameter of the domain, and Jensen’s inequality yields

\[\|\partial_y q\|^2_{0, \Omega} \lesssim (D(\Omega))^2 \left\| \frac{\partial p}{\partial y} \right\|^2_{0, \Omega}. \quad (6.53)\]

Thus, \(c = \sqrt{2D(\Omega)}\).

Together with (6.48), we have

\[\|u\|_{-1, \Gamma_O, \Omega} = \sup_{p \in V} \frac{(u, p)_{0, \Omega}}{\|\nabla p\|_{0, \Omega}} \]
\[= \sup_{p \in V} \left( \frac{\|\nabla \cdot bu, q\|_{0, \Omega}}{\|\nabla q\|_{0, \Omega}} \right) \left\| \frac{\nabla q}{\nabla p} \right\|_{0, \Omega} \]
\[\leq \sup_{q \in V} |(\nabla \cdot bu, q)_{0, \Omega}| \sup_{p \in V} \left\| \frac{\nabla q}{\nabla p} \right\|_{0, \Omega} \]
\[\leq c \|\nabla \cdot bu\|_{-1, \Gamma_O, \Omega}. \quad (6.54)\]

This completes the proof. \(\square\)

**Corollary 6.9.** Let \(b\) satisfy the hypotheses of Lemma 6.8. Then there exists a constant \(c > 0\), depending only on the diameter of the domain, such that

\[\|u\|_{-1, \Gamma_O, \Omega} \leq c \|\nabla \cdot bu\|_{-1, \Gamma_O, \Omega} \quad (6.55)\]

for \(u \in U\).

**Proof.** The result follows immediately from Lemma 6.8 using a standard closure argument, since \(U \cap H^1(\Omega)\) is dense in \(U\). \(\square\)
We now imbue $U$ with an inner product. Define inverse Laplace operator $\Delta^{-1} : V' \rightarrow H^1(\Omega)$ by the following: $-\Delta^{-1} u = p \in V$ such that

$$\langle \nabla p, \nabla q \rangle_{0, \Omega} = \langle u, q \rangle_{0, \Omega} \quad \forall q \in V. \quad (6.56)$$

That is,

$$-\Delta p = u \quad \text{in } \Omega, \quad (6.57a)$$

$$n \cdot \nabla p = 0 \quad \text{on } \Gamma_I \cup \Gamma_C, \quad (6.57b)$$

in an $H^{-1}$ sense. Space $U$ is characterized by the following lemma.

**Lemma 6.10.** $U$ in (6.35) is a Hilbert space with inner product

$$\langle u, v \rangle_U = \langle \nabla \cdot bu, -\Delta^{-1} \nabla \cdot bv \rangle_{0, \Omega}. \quad (6.58)$$

**Proof.** We show that (6.58), which is symmetric, is an inner product on $U$ that induces norm $\|u\|_U$. Since $V$ is a Hilbert space, we use the Riesz representation theorem [13]: for $\langle u, \cdot \rangle_{0, \Omega} \in V'$, there exits a unique $p \in V$ such that

$$\langle \nabla p, \nabla q \rangle_{0, \Omega} = \langle u, q \rangle_{0, \Omega} \quad \forall q \in V. \quad (6.59)$$

From definition (6.36) of the $U$-norm and relation (6.59), we have

$$\|u\|_{-1, \Gamma_o, \Omega} = \sup_{q \in V} \frac{\langle u, q \rangle_{0, \Omega}}{\|\nabla q\|_{0, \Omega}}$$

$$= \sup_{q \in V} \frac{\langle \nabla p, \nabla q \rangle_{0, \Omega}}{\|\nabla q\|_{0, \Omega}} \quad (6.60)$$

$$= \|\nabla p\|_{0, \Omega}.$$ 

Using definition (6.56) of the inverse Laplace operator, we then have

$$\|u\|_{-1, \Gamma_o, \Omega} = \langle u, -\Delta^{-1} u \rangle_{0, \Omega}. \quad (6.61)$$

Inner product (6.58) and norm (6.36) on $U$ then satisfy

$$\langle u, u \rangle_U = \|u\|^2_U. \quad (6.62)$$

With Corollary 6.9, we then conclude that $U$ is a Hilbert space. \qed
We now show that the hypotheses of the Generalized Lax-Milgram Theorem (Theorem III.3.6, [13]) are satisfied.

**Lemma 6.11.** Bilinear form $a(u, v) : U \times V \rightarrow \mathbb{R}$ in (6.39) satisfies the following:

(Continuity). There exists $c_0 > 0$ such that

$$|a(u, v)| \leq c_0 \|u\|_U \|v\|_V \quad \forall \ u \in U, \ v \in V. \quad \text{(A)}$$

(Inf-sup condition). There exists $c_1 > 0$ such that

$$\sup_{v \in V} \frac{a(u, v)}{\|v\|_V} \geq c_1 \|u\|_U \quad \forall \ u \in U. \quad \text{(B)}$$

(Surjectivity). For every nontrivial $v \in V$, there exists $u \in U$ with

$$a(u, v) \neq 0. \quad \text{(C)}$$

**Proof.** Continuity follows easily. We have

$$|a(u, v)| = |\langle bu, \nabla v \rangle_{0, \Omega}| \cdot \frac{\|\nabla v\|_{0, \Omega}}{\|\nabla v\|_{0, \Omega}} \leq \sup_{v \in V} \frac{|\langle bu, \nabla v \rangle_{0, \Omega}|}{\|\nabla v\|_{0, \Omega}} \cdot \|\nabla v\|_{0, \Omega} \leq \|\nabla \cdot bu\|_{-1, r_1, \Omega} \|v\|_{1, \Omega} = \|u\|_U \|v\|_V,$$

Assumption (A) is then satisfied with $c_0 = 1$.

The inf-sup condition follows similarly. By definition, we have

$$\sup_{v \in V} \frac{a(u, v)}{\|v\|_V} = \sup_{v \in V} \frac{\langle bu, \nabla v \rangle_{0, \Omega}}{\|\nabla v\|_{0, \Omega}} = \|u\|_U,$$

which proves assumption (B) with $c_1 = 1$.

To prove (C), choose nontrivial $v \in V$. That is, $0 < \|v\|_{1, \Omega} < \infty$. Since $b \in H(div, \Omega)$, we have $bv \in H(div, \Omega)$. Furthermore, $b \cdot \nabla v \in L^2(\Omega)$. Letting $u = b \cdot \nabla v$, we have $u \in L^2(\Omega)$. Suppose

$$\|u\|_{0, \Omega}^2 = \|b \cdot \nabla v\|_{0, \Omega}^2 = 0. \quad \text{(6.65)}$$
Then, by the Poincaré inequality, Lemma 4.4, we have that
\[ \|v\|_{0,\Omega}^2 = 0, \]  
which is a contradiction. Thus, \( \|u\|_{0,\Omega}^2 > 0 \) and
\[ a(u, v) = \langle bu, \nabla v \rangle_{0,\Omega} \]
\[ = \|b \cdot \nabla v\|_{0,\Omega}^2 = \|u\|_{0,\Omega}^2 > 0, \]  
which proves (C).

We now have an isomorphism by the following theorem.

**Theorem 6.12.** The linear mapping, \( \mathcal{L} : U \rightarrow V' \), defined by (6.34) is an isomorphism. That is, given \( f \in V' \), there exists a unique \( u \in U \) such that \( \mathcal{L}u = f \). Also,
\[ a(u, v) = \ell(v) \]  
for all \( v \in V \).

**Proof.** The result immediately follows from the Generalized Lax-Milgram Theorem (Theorem III.3.6, [13]) since its assumptions are satisfied by Lemmas 6.10 and 6.11 above.

To investigate the importance of the above discussion in the context of our \( H^{-1} \) least-squares functional (6.25), consider nonlinear conservation law (6.1). Norm (6.36) can be written as
\[ \|\nabla \cdot F(u)\|_{-1,\Gamma_0,\Omega} = \sup_{v \in V} \frac{\langle F(u), \nabla v \rangle_{0,\Omega}}{\|\nabla v\|_{0,\Omega}} \]
\[ = \|\Pi_G F(u)\|_{0,\Omega}, \]  
where \( \Pi_G \) is the \( L^2 \) orthogonal projection onto the space of gradients of \( V \) given by
\[ G = \{w \in L^2(\Omega)^2 : w = \nabla p, p \in V\}. \]  

We would like to minimize the norm of this projection, which is precisely the goal of solving least-squares minimization problem (6.26) presented in the previous section. The following lemma justifies this viewpoint.
Lemma 6.13. Assume that $\Gamma_I \cup \Gamma_C$ is connected. Given $F(u) \in L^2(\Omega)^2$, we have

$$\|\nabla \cdot F(u)\|_{-1, \Gamma_0, \Omega} = \inf_{\phi \in W} \|\nabla^\perp \phi - F(u)\|_{0, \Omega}. \quad (6.71)$$

Proof. We begin with a Helmholtz decomposition [38]. For $F(u) \in L^2(\Omega)^2$, there exist unique $p \in V$ and $q \in W$ such that

$$F(u) = \nabla p + \nabla^\perp q. \quad (6.72)$$

We then have $\langle \nabla p, \nabla^\perp q \rangle_{0, \Omega} = 0$ and thus

$$\|\nabla \cdot F(u)\|_{-1, \Gamma_0, \Omega} = \sup_{v \in V} \frac{\langle F(u), \nabla v \rangle_{0, \Omega}}{\|\nabla v\|_{0, \Omega}} = \sup_{v \in V} \frac{\langle \nabla p + \nabla^\perp q, \nabla v \rangle_{0, \Omega}}{\|\nabla v\|_{0, \Omega}} = \sup_{v \in V} \frac{\langle \nabla p, \nabla v \rangle_{0, \Omega}}{\|\nabla v\|_{0, \Omega}} = \|\nabla p\|_{0, \Omega}. \quad (6.73)$$

But the right side of (6.71) also equals $\|\nabla p\|_{0, \Omega}$:

$$\inf_{\phi \in W} \|\nabla^\perp \phi - F(u)\|_{0, \Omega}^2 = \inf_{\phi \in W} \|\nabla^\perp \phi - \nabla p - \nabla^\perp q\|_{0, \Omega}^2 = \inf_{\phi \in W} (\|\nabla^\perp \phi - \nabla^\perp q\|_{0, \Omega}^2 + \|\nabla p\|_{0, \Omega}^2) \quad (6.74)$$

which completes the proof. \qed

We minimize (6.25) over discrete subspaces $\Phi^h \subset H^1(\Omega)$ and $U^h \subset H^1(\Omega)$. Assume that we have suitable FE spaces $U^h$ and $\Phi^h$ with the following approximation properties [18, 73]: there exist interpolants $\Pi^h u \in U^h, \Pi^h \phi \in \Phi^h$, and constant $c$, independent of the mesh size $h$, such that

$$\|\nabla^\perp (\phi - \Pi^h \phi)\|_{0, \Omega} \leq ch^\beta \|\nabla^\perp \phi\|_{\beta, \Omega}, \quad (6.75a)$$

$$\|u - \Pi^h u\|_{0, \Omega} \leq ch^\beta \|u\|_{\beta, \Omega}, \quad (6.75b)$$

$$\|\nabla^\perp (\phi - \Pi^h \phi)\|_{0, \Gamma_I} \leq ch^\beta \|\nabla^\perp \phi\|_{\beta, \Gamma_I}, \quad (6.75c)$$

$$\|u - \Pi^h u\|_{0, \Gamma_I} \leq ch^\beta \|u\|_{\beta, \Gamma_I}. \quad (6.75d)$$
For example, standard bilinear finite elements on quadrilaterals fulfill these assumptions [73].

Assume that $\Phi_h$ is the finite element space of continuous piecewise polynomials of degree $k$ as in (4.55). Let $\mathcal{U}^h \subset L^2(\Omega)$ be a finite element space that is piecewise continuous, such as piecewise constants or bilinears. Note that approximation property (6.75) holds. Further assume that boundary conditions (6.22b-6.22c) are directly imposed on the spaces. With this, we state and prove the following weak coercivity and continuity results with respect to the dual norm, (6.33), of $\nabla \cdot \mathbf{F}(u)$.

**Theorem 6.14.** Let $u^h \in \mathcal{U}^h \subset U$. Then there exist constants $c$ and $\varepsilon$ such that $0 < \varepsilon \leq \beta < k$ and

$$
||\nabla \cdot \mathbf{F}(u^h)||_{-1,\Gamma,\Omega} \leq \inf_{\phi^h \in \Phi^h} ||\nabla^\perp \phi^h - \mathbf{F}(u^h)||_{0,\Omega}
$$
(6.76)

$$
\inf_{\phi^h \in \Phi^h} ||\nabla^\perp \phi^h - \mathbf{F}(u^h)||_{0,\Omega} \leq ||\nabla \cdot \mathbf{F}(u^h)||_{-1,\Gamma,\Omega} + ch^\beta ||\phi^*(u^h)||_{1+\beta},
$$
(6.77)

where

$$
\phi^*(u^h) = \arg\min_{\phi \in W} ||\nabla^\perp \phi - \mathbf{F}(u^h)||_{0,\Omega}.
$$
(6.78)

**Proof.** Given $u^h \in \mathcal{U}^h$, the first inequality follows immediately from Lemma 6.13. For $\phi^*(u^h)$, we have

$$
\inf_{\phi^h \in \Phi^h} ||\nabla^\perp \phi^h - \mathbf{F}(u^h)||_{0,\Omega} \leq \inf_{\phi^h \in \Phi^h} \left( ||\nabla^\perp \phi^* - \mathbf{F}(u^h)||_{0,\Omega}^2 + ||\nabla^\perp \left( \phi^*(u^h) - \nabla^\perp \phi^h \right)||_{0,\Omega}^2 \right)
$$
(6.79)

$$
= ||\nabla \cdot \mathbf{F}(u^h)||_{-1,\Gamma,\Omega} + \inf_{\phi^h \in \Phi^h} ||\nabla^\perp \left( \phi^*(u^h) - \nabla^\perp \phi^h \right)||_{0,\Omega}^2.
$$

By (6.75) we have

$$
\inf_{\phi^h \in \Phi^h} ||\nabla^\perp \phi^h - \mathbf{F}(u^h)||_{0,\Omega} \leq ||\nabla \cdot \mathbf{F}(u^h)||_{-1,\Gamma,\Omega} + ch^\beta ||\phi^*(u^h)||_{1+\beta},
$$
(6.80)

which completes the proof.

**Remark 6.15.** Thus far we have assumed that $u = 0$ on $\Gamma_f$. In practice, however, we enforce this boundary condition weakly. The extension of this theory to weak boundary conditions is left to future work.
Remark 6.16. Although convergence in spaces such as $U$ is useful in an abstract setting to formalize the convergence to a weak solution, it is not entirely convincing from a visual standpoint. Thus, in Section 6.4, we address convergence of $u^h$ in $L^2(\Omega)$ for certain finite element spaces. We also discuss solution quality and $L^2$ convergence numerically in the next section.

6.2 Numerical Results

Here, we present numerical results for the Gauss-Newton LSFEMs presented above on test problems for the Burgers equation that involve shocks and rarefaction waves. We investigate the solution quality in terms of smearing, oscillations, and overshoots and undershoots at discontinuities. We numerically study convergence in the $L^2$ sense of $u^h$ to a function $\hat{u}$ and convergence of the nonlinear functionals, $F(w, u; g)$ defined in (6.28) and $G(\phi, u; g)$ defined in (6.25). That is, we confirm that $\|u^h - u\|_{0, \Omega} \to 0$, $F \to 0$, and $G \to 0$ as $h \to 0$, and we determine the rates of convergence of each. Convergence properties of the Gauss-Newton procedure are also discussed.

For solutions with discontinuities, it is important to establish that $u^h$ converges to a weak solution of (6.1), which implies that it has the correct shock speed. For problems with non-unique weak solutions—e.g., rarefaction wave problems—we study whether $u^h$ converges to the so-called weak entropy solution, which is the unique weak solution that is stable against arbitrarily small perturbations. This is also the weak solution that satisfies an entropy inequality and can be obtained as the vanishing viscosity limit of a parabolic regularization of (6.1) with a viscosity term, as discussed in Chapter 2. Finally, we show that adaptive refinement, based on the LS error estimator, is an effective mechanism to counter smearing at shocks and we discuss adaptivity on space-time domains. We combine adaptivity with grid continuation for the Gauss-Newton procedure and show numerically that one Newton iteration is sufficient on each grid level to obtain convergence up to discretization error.
Denote by $\alpha$ the rate of convergence of the squared $L^2$ error. That is,

$$
\|u^h - u\|_{0,\Omega}^2 \approx O(h^\alpha).
$$

(6.81)

Convergence rate $\alpha$ can be approximated between successive levels of refinement by

$$
\frac{\|u^h - u\|^2}{\|u^{2h} - u\|^2} \approx \left(\frac{1}{2}\right)^\alpha.
$$

(6.82)

Convergence of nonlinear functionals $F(w^h, u^h; g)$ and $G(\phi^h, u^h; g)$ is quantified in a similar way. The convergence rates between grid levels are reported throughout this section and we discuss apparent trends toward an asymptotic rate. In Chapter 4.5, the rate of convergence was reported for the norm, while the rates in this Chapter are for the norm squared. Recall that the theoretical optimal convergence rate for a numerical approximation by continuous finite element spaces to a discontinuous solution in $H^{1/2} - \mathcal{C}(\Omega)$ is $1/2$ in the $L^2$-norm. This corresponds to a rate of 1.0 in the $L^2$-norm squared, which is what we obtain in our numerical tests. Throughout this section, we denote by $N$ the number of finite elements in each coordinate direction and, thus, $h = 1/N$.

The nonlinear strategy we use is a Gauss-Newton-type method [32] in a grid continuation setting. A Gauss-Newton method first linearizes the system of equations, (6.20) and (6.22), then forms the linearized least-squares functional. The nonlinear problem is solved in this manner on the coarsest level and the solution is then interpolated to the next finer grid level (which may be locally refined) as an initial guess to solve the nonlinear problem there. This scheme continues until the finest level has been processed. The least-squares problem on each level is solved using AMG for each Newton iteration. This “nested iteration” strategy is closely related to the full multigrid method [20]. Figure 6.2 illustrates the Gauss-Newton approach in this multilevel context. The thick lines indicate interpolation of the solution to be used as an initial guess in the Newton iteration at the finer level. The Newton method is marked by $\bullet$, which may include many iterations, while the thin lines represent intergrid transfers in the AMG algorithm. Note that the thin lines simply illustrate visits to coarser grids and do not reflect the actual AMG cycling strategy. For example, we employ W-cycles (see Figure 5.1) for the results in this
section. These different phases of the nonlinear process are described in more detail in [28].

For our problem, we let \( \mathcal{L}(\phi, u) = 0 \) denote the system of equations, (6.22). We recall the Newton procedure

\[
\mathcal{L}(\phi_i, u_i) + d\mathcal{L}(\phi_i, u_i)[(\phi_{i+1} - \phi_i, u_{i+1} - u_i)] = 0,
\]

where \( d\mathcal{L} \), given by (6.23), is the Fréchet derivative of \( \mathcal{L} \).

### 6.2.1 \( H(\text{div}) \) formulation

We begin by presenting numerical results for the \( H(\text{div}) \) LSFEM, described in Problem 6.5, applied to the inviscid Burgers equation, for which \( \mathbf{F}(u) = (u^2, u) \) in (6.1). We consider the following model flow:

**Example 5 (Single Shock \# 1).** The space-time flow domain is given by \( \Omega = [0, 1] \times [0, 1] \), with initial and boundary conditions

\[
u(x,t) = \begin{cases} 
0.5 & \text{if } t = 0, \\
1.0 & \text{if } x = 0.
\end{cases}
\]

The unique weak solution of this problem consists of a shock propagating with shock speed \( s = \frac{3}{4} \) from the origin, \( (x,t) = (0,0) \). The conserved quantity is \( u(x,t) = 1.0 \) to the left of the shock and \( u(x,t) = 0.5 \) to the right.

Figure 6.3 shows contours of the numerical solution, \( u^h \), to Example 5 on grids with decreasing \( h \). The correct shock speed is obtained and the solution does not show excessive spurious oscillations. Small overshoots and undershoots appear to be generated where the shock interacts with the outflow boundary. In our globally coupled space-time solution, these slight oscillations seem to propagate in the direction of the characteristic curves, in accordance with the signal propagation properties of hyperbolic PDEs. These effects are reduced as the grid is refined. Figure 6.4 shows the solution profile of \( u^h \), which illustrates the well-known fact that LS methods introduce substantial smearing at shocks [11, 9, 50, 31]. However, Table 6.1 shows
Figure 6.2: The Gauss-Newton, grid continuation, and AMG nonlinear process.

Figure 6.3: $H(div)$ formulation, Example 5: $u^h$ contours on grids with $16^2$, $32^2$, and $64^2$ quadrilateral elements.
Figure 6.4: $H(div)$ formulation, Example 5: $u^h$ profile on a grid with $32^2$ quadrilateral elements.

Figure 6.5: $H(div)$ formulation, Example 5: Log error versus Newton iterations. Left: $\|u^h_{i+1} - u^h_i\|_{0,\Omega}$ Newton update convergence. Linear convergence can be observed. Right: $\|u^h - u\|_{0,\Omega}$ error convergence. Discretization error is reached after few Newton iterations.
that both the overshoots and undershoots, and the smearing, disappear in the $L^2$ sense as the grid is refined. The numerical approximation converges to exact solution $u$ as $h \to 0$, and the rate of convergence that appears to approach $\alpha = 1.0$.

Table 6.1 also shows that the nonlinear functional, $\mathcal{F}(w^h, u^h; g)$ in (6.28), converges as $h \to 0$, with $\alpha$ approaching 1.0. The left panel of Figure 6.5 shows that the Gauss-Newton method converges linearly on each grid, in accordance with theory [32]. Quadratic Newton convergence can be obtained if a full Newton procedure is employed instead of the Gauss-Newton approach [32]. The right panel of Figure 6.5 shows that the discretization error on each grid level is reached after only a few Newton iterations, which indicates that grid continuation strategies require only a few Newton iterations per grid level, as illustrated below.

Figure 6.6 shows that $\nabla \cdot w^h$ does not vanish exactly in a discrete sense for our $H(div)$ LSFEM, which illustrates that our method does not impose discrete exact conservation in the sense of Lax-Wendroff [58]. Note, however, that $\nabla \cdot w^h$ is very small; the scale on Figure 6.6 is $O(10^{-3})$ and convergence of nonlinear functional $\mathcal{F}(w^h, u^h; g)$ implies that $\|\nabla \cdot w^h\|_{0, \Omega} \to 0$ as $h \to 0$ at the optimal rate. Note also that $\nabla \cdot w^h$ is constant in each cell since the $RT_0$ vector finite elements are used for flux variable $w$.

### 6.2.2 $H^{-1}$ formulation

We now focus on the $H^{-1}$ formulation, given by (6.22), for the remainder of our numerical experiments. The use of standard bilinear finite element spaces make this formulation particularly attractive. Nearly identical numerical results are obtained as for $H(div)$ formulation (6.20), as expected, since the two approaches are closely related: formulation (6.22) is the restriction of $w$ in (6.20) to a divergence-free subspace. We first confirm this for Example 5, which is also considered for this formulation in the context of local adaptive refinement later in this section.

Figure 6.7 shows contours of the numerical approximation on various grid levels. As in the first formulation considered, spurious oscillations, overshoots, and undershoots diminish in
Table 6.1: $H(div)$ formulation, Example 5: convergence rates.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \cdot |_{0,h}^2$</th>
<th>$\alpha$</th>
<th>$\mathcal{F}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>5.96e-3</td>
<td>0.58</td>
<td>1.89e-2</td>
<td>1.03</td>
</tr>
<tr>
<td>32</td>
<td>3.81e-3</td>
<td>0.69</td>
<td>9.25e-3</td>
<td>1.02</td>
</tr>
<tr>
<td>64</td>
<td>2.36e-3</td>
<td>0.77</td>
<td>4.56e-3</td>
<td>1.01</td>
</tr>
<tr>
<td>128</td>
<td>1.38e-3</td>
<td>0.85</td>
<td>2.26e-3</td>
<td>1.01</td>
</tr>
<tr>
<td>256</td>
<td>7.66e-4</td>
<td></td>
<td>1.12e-3</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Figure 6.6: $H(div)$ formulation, Example 5: $\nabla \cdot \mathbf{w}^h$ on a grid with $32^2$ quadrilateral elements.
the $L^2$-norm as the grid is refined. The solution profile is nearly identical to the profile obtained with the $\nabla \cdot w$ formulation, as Figure 6.8 illustrates. Table 6.2 shows that the asymptotic convergence rate is approximately 1.0 for both the $L^2$-norm squared and the functional. It is interesting to note that the convergence in $L^2$ improves as the grid is refined, while functional convergence starts off greater than the asymptotic limit, especially in the interior. We denote by $G_{\text{int}}$ and $G_{\text{bdy}}$ the interior and boundary terms of the functional, (6.25). That is,

$$G_{\text{int}}(\phi, u; g) = \| \nabla_{\perp} \phi - F(u) \|^2_{\Omega},$$

(6.85)

$$G_{\text{bdy}}(\phi, u; g) = \| u - g \|^2_{\Gamma_i} + \| n \cdot (\nabla_{\perp} \phi - F(g)) \|^2_{\Gamma_i}.$$ (6.86)

Considering the functional in this manner is important since it verifies that we are properly weighting each term. Also, the interior term is particularly important since shocks can emerge while the boundary data is smooth. We thus study the convergence of each term separately.

Figures 6.9 and 6.10 show that the nonlinear grid continuation strategy is very efficient: nonlinear convergence can be reached with only one or two Newton iterations per grid level. We compare the error in the $L^2$-norm squared as well as the functional and find only a small advantage in using more than one Newton iteration. The use of one Newton step per grid level is obviously the most efficient approach.

We now consider Example 5, slightly modified, so that the characteristics are aligned with the grid in a portion of the domain.

**Example 6 (Single Shock # 2).** The space-time flow domain is given by $\Omega = [0, 1] \times [0, 1]$, with initial and boundary conditions

$$u(x, t) = \begin{cases} 
0.0 & \text{if } t = 0, \\
1.0 & \text{if } x = 0.
\end{cases}$$

(6.87)

The unique weak solution of this problem contains a shock propagating with shock speed $s = \frac{1}{2}$ from the origin, $(x, t) = (0, 0)$. The conserved quantity is $u(x, t) = 1.0$ to the left of the shock and $u(x, t) = 0.0$ to the right. Characteristics emanating from the $x$-axis are aligned with the grid in the $y$-direction.
Figure 6.7: $H^{-1}$ formulation, Example 5: $u^h$ contours on grids with $32^2$, $64^2$, $128^2$, and $256^2$ quadrilateral elements.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \cdot |<em>0^2</em>\Omega$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>0^2</em>\Omega$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{G</em>{\text{int}}}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{G</em>{\text{bdy}}}^2$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>5.46e-3</td>
<td>0.61</td>
<td>2.82e-3</td>
<td>1.06</td>
<td>5.61e-4</td>
<td>1.30</td>
<td>2.26e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>3.57e-3</td>
<td>0.71</td>
<td>1.36e-3</td>
<td>1.04</td>
<td>2.28e-4</td>
<td>1.21</td>
<td>1.13e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>2.19e-3</td>
<td>0.80</td>
<td>6.63e-4</td>
<td>1.02</td>
<td>9.84e-5</td>
<td>1.13</td>
<td>5.64e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>1.25e-3</td>
<td>0.90</td>
<td>3.27e-4</td>
<td>1.01</td>
<td>4.50e-5</td>
<td>1.06</td>
<td>2.82e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>6.72e-4</td>
<td></td>
<td>1.63e-4</td>
<td></td>
<td>2.16e-5</td>
<td></td>
<td>1.41e-4</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: $H^{-1}$ formulation, Example 5: convergence rates.
Figure 6.8: $H^{-1}$ formulation, Example 5: $u^h$ profile on a grid with $32^2$ quadrilateral elements.
Figure 6.9: $H^{-1}$ formulation, Example 5: $\|u^h - u\|_{0,\Omega}^2$ error convergence on $N \times N$ grids of size $N = 2^k$, where $k = 2, \ldots, 8$, with grid continuation. Results are presented for 1, 2, 3 and 30 Newton steps per grid level.
Figure 6.10: $H^{-1}$ formulation, Example 5: functional convergence on $N \times N$ grids of size $N = 2^k$, where $k = 2, \ldots, 8$. 
Table 6.3 shows results that are similar to those of Example 5 while using bilinears for both $\phi_h$ and $u_h$. Convergence rates approach 1.0 in the $L^2$-norm squared for the functional. Moreover, the rates are evenly balanced between the $L^2$-norm squared and the interior functional. Figure 6.11 confirms that the solution profile has similar qualities as the numerical approximation for Example 5 (see Figure 6.7) and also attains the correct shocks speed, $s = \frac{1}{2}$.

Next, consider a problem with two shocks merging into one. This numerical example helps demonstrate the robustness of our LSFEM and again validates our claims of convergence to a weak solution. It also confirms the rates of convergence that we determined numerically for Examples 5 and 6.

**Example 7 (Double Shock).** The space-time flow domain is given by $\Omega = [0, 2] \times [0, 1]$ with the following initial and boundary conditions

$$ u(x, t) = \begin{cases} 
1.5 & \text{if } t = 0, x < 0.5, \\
0.5 & \text{if } t = 0, x > 0.5, \\
2.5 & \text{if } x = 0.
\end{cases} \quad (6.88) $$

The boundary data result in two shocks that merge into one shock. The first two shocks emanate from $(x, t) = (0, 0)$ and $(x, t) = (0, 0.5)$ and travel at speeds $s = 2$ and $s = 1$, respectively. The shocks merge at $(x, t) = (1, 0.5)$, and the resulting shock exits the domain at $(x, t) = (1.75, 1)$ with shock speed $s = \frac{3}{2}$.

Table 6.4 shows convergence of the error in the $L^2$-norm squared and convergence of the functional, i.e., $\|u_h - u\|^2_{0, \Omega} \to 0$ and $G(\phi_h, u_h; 0) \to 0$ as $h \to 0$. Again, we find that the convergence rates, $\alpha$, approach 1.0. This agrees with our findings for the single shock case. Figure 6.12 confirms convergence to the correct weak solution. The shocks merge at the correct location (indicated by the dotted lines) and the resulting single shock exits at the correct location. The contour lines reveal solution quality similar to the single shock case. Spurious oscillations, overshoots, and undershoots are minimal. However, overshoots and undershoots are slightly more pronounced at the shock location on the outflow boundary. Again, these effects
<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \cdot |_{0,\Omega}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |_{\Omega}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{Q</em>{int}}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{Q</em>{bdy}}^2$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.65e-2</td>
<td>0.82</td>
<td>1.21e-2</td>
<td>1.03</td>
<td>3.04e-3</td>
<td>1.10</td>
<td>9.08e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>9.32e-3</td>
<td>0.89</td>
<td>5.94e-3</td>
<td>1.01</td>
<td>1.42e-3</td>
<td>1.04</td>
<td>4.53e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>5.02e-3</td>
<td>0.93</td>
<td>2.95e-3</td>
<td>1.00</td>
<td>6.90e-4</td>
<td>1.01</td>
<td>2.26e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>2.62e-3</td>
<td>0.94</td>
<td>1.47e-3</td>
<td>1.00</td>
<td>3.43e-4</td>
<td>1.00</td>
<td>1.13e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>1.37e-3</td>
<td>0.94</td>
<td>7.36e-4</td>
<td>1.00</td>
<td>1.72e-4</td>
<td>1.00</td>
<td>5.64e-5</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 6.3: $H^{-1}$ formulation, Example 6: convergence rates.

Figure 6.11: $H^{-1}$ formulation, Example 6: $u^h$ contours on a grid of 256$^2$ quadrilateral elements.
are reduced in the $L^2$-norm as the grid is refined.

We now consider a rarefaction problem.

**Example 8 (Transonic Rarefaction).** Consider the space-time flow domain given by $\Omega = [-1.0, 1.5] \times [0.0, 1.0]$ with the following initial and boundary conditions

$$u(x,t) = \begin{cases} 
-0.5 & \text{if } t = 0, x < 0; \\ 
1.0 & \text{if } t = 0, x \geq 0; \\ 
-0.5 & \text{if } x = -1.
\end{cases} \quad (6.89)$$

In this example, the initial discontinuity at the origin rarefies in time. There are infinitely many weak solutions to Example 8, but the unique entropy solution is a rarefaction wave. For given time $t_c$, $u(x,t_c)$ increases linearly from $u = -0.5$ to $u = 1.0$, between the straight characteristic lines $t = -\frac{x}{2}$ and $t = x$.

This rarefaction is called transonic [62] because the characteristic velocity, $f'(u) = u$, transits through zero within the rarefaction. Many higher-order numerical schemes that are based on approximate Riemann solvers or, equivalently, upwind or numerical dissipation ideas, fail to obtain the entropy weak solution for transonic rarefactions. Higher-order approximate Riemann solvers often do not capture the transonic rarefaction wave at cell interfaces appropriately and so-called entropy fixes are necessary, for example, the Roe scheme [62]. Therefore, it is important to demonstrate that our LSFEM schemes obtain the entropy solution in the case of transonic rarefactions.

Figure 6.13 shows the $u^h$ solution profile for the transonic rarefaction case. The entropy solution is obtained. Table 6.5 shows that the squared $L^2$ error, $\|u^h - u\|_{L^2(\Omega)}^2$, and nonlinear functional $G(\phi, u; g)$ in (6.25) converge to zero as $h \to 0$. The convergence rates for the squared $L^2$ error and for the interior functional appear to be approaching $\alpha = 1.5$ and $\alpha = 2.0$, respectively. Higher convergence rates are obtained because the solution is no longer discontinuous in the interior, although it is in $H^{\frac{1}{2} - \epsilon}$ on the boundary.
Table 6.4: $H^{-1}$ formulation, Example 7: convergence rates.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \cdot |_{0, \Omega}^2$</th>
<th>$\alpha$</th>
<th>$G$</th>
<th>$\alpha$</th>
<th>$G_{int}$</th>
<th>$\alpha$</th>
<th>$G_{bdy}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>2.50e-1</td>
<td>0.82</td>
<td>6.26e-2</td>
<td>1.10</td>
<td>3.06e-2</td>
<td>1.19</td>
<td>3.09e-2</td>
<td>1.02</td>
</tr>
<tr>
<td>32</td>
<td>1.42e-1</td>
<td>0.86</td>
<td>2.87e-2</td>
<td>1.05</td>
<td>1.34e-2</td>
<td>1.10</td>
<td>1.52e-2</td>
<td>1.01</td>
</tr>
<tr>
<td>64</td>
<td>7.82e-2</td>
<td>0.91</td>
<td>1.38e-2</td>
<td>1.02</td>
<td>6.27e-3</td>
<td>1.03</td>
<td>7.57e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>4.17e-2</td>
<td>0.93</td>
<td>6.85e-3</td>
<td>1.00</td>
<td>3.07e-3</td>
<td>1.00</td>
<td>3.77e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>2.19e-2</td>
<td>0.93</td>
<td>3.42e-3</td>
<td>1.00</td>
<td>1.54e-4</td>
<td>1.00</td>
<td>1.88e-3</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 6.12: $H^{-1}$ formulation, Example 7: $u^h$ contours on a grid of $256^2$ quadrilateral elements.

Figure 6.13: $H^{-1}$ formulation, Example 8: $u^h$ solution on a grid with $64^2$ quadrilateral elements.
Finally, we return to Example 5 to investigate the effectiveness of local adaptive refinement. Adaptive refinement is applied in an FMG framework along with the grid continuation strategy outlined at the beginning of the section. We use the nonlinear least-squares functional as the a posteriori error estimator (see (3.19-3.20)). Although the least-squares error estimator is developed in a linear setting, we use nonlinear functional (6.25), since Newton convergence is achieved on each grid level. Convergence of Newton’s method implies that the value of the functional of the linearized equations closely approximates the full nonlinear functional, and we are thus able to apply the general strategies developed in [7]. In all of our test cases, we found the functional based on the linearized equations and the nonlinear functional to yield identical values at convergence.

An element is marked for refinement if the functional density over an element is greater than a fixed threshold of the functional density over the full domain. The functional density is the functional value over an element divided by the area. For this test we use a threshold of 0.3. That is, element \( \tau \) is refined if

\[
\text{functional density on } \tau \geq 0.3 \times \text{total functional density.} \quad (6.90)
\]

Adaptive refinement based on a density argument is inexpensive, straightforward to implement, and amenable to parallelism. Although we achieve good performance using this approach, a detailed study of the adaptive algorithm is beyond the scope of this dissertation. A perhaps more optimal strategy is outlined in [7].

Figure 6.14 shows that the adaptive solution strategy effectively identifies the shock location, thus resolving the least-squares smearing. Moreover, this is done with limited overshoots and undershoots. Table 6.6 shows that squared \( L^2 \) error \( \|u^h - u\|_{0,f1}^2 \) and nonlinear functional \( G(u^h, \psi^h; g) \) in (6.25) converge to zero as \( h \to 0 \). The convergence rates, \( \alpha \), are asymptotically 1.0 in both cases, with the \( L^2 \)-norm approaching this value from below and the functional norm from above. Table 6.6 also shows that the convergence rates and error magnitudes for the locally refined grids are comparable to those of the uniformly refined grids. Comparing column 2 in
the top and bottom sections of the table reveals that the locally refined grids are using many fewer nodes than the uniformly refined grids, while achieving similar accuracy. Surprisingly, the $L^2$ error is slightly less for the locally adapted grids. The functional does not show this since we are obtaining the best approximation in the functional norm on a given grid. Fewer basis functions (local refinement) would not yield a better approximation, although it is nearly the same in this case. Figure 6.15 shows that the numerical approximation is improved using fewer nodes as the grid is refined. Figure 6.16 shows a more detailed view of the number of nodes used in the adaptive algorithm versus the uniform refinement algorithm. In this figure, we first present a direct comparison at each grid level in the left figure. A comparison is also presented in the right figure, where the ratios of the number of nodes used in locally refined grids to the number of nodes used in uniformly refined grids at each level are given by $\Diamond$. Notice that the ratios decrease as the grid is refined. This is another indicator of the success of the adaptive approach. Moreover, if we compare the total number of nodes used up to some grid level $k$, we find a similar decrease in ratios (see line $\nabla$). This is also true for the total number of nodes used in the adaptive algorithm up to grid level $k$ compared with the number of nodes used in the uniform algorithm at grid level $k$ (see line $\triangledown$). This shows that we are indeed attaining the same level of accuracy with a decreasing number of points as the grids are refined.

6.2.3 Discussion

In conclusion, we have shown numerically that the new LSFEMs proposed in the previous section do not exhibit large overshoots and undershoots, and that excessive oscillations are not introduced.

Because of the undershoots and overshoots, our methods are not fully monotone. The monotonicity property is often taken as a guideline for the design of numerical schemes for hyperbolic conservation laws because solutions of scalar hyperbolic equations with a convex flux function have a monotonicity property, as is discussed in Chapter 2. However, monotonicity is not a strict criterion for numerical approximation schemes, as long as the overshoots and
Table 6.5: $H^{-1}$ formulation, Example 8: convergence rates.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$| \cdot |^2_{H^0,\Omega}$</th>
<th>$\alpha$</th>
<th>$G$</th>
<th>$\alpha$</th>
<th>$G_{\text{int}}$</th>
<th>$\alpha$</th>
<th>$G_{\text{bdy}}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>1.27e-2</td>
<td>1.41</td>
<td>4.56e-2</td>
<td>1.06</td>
<td>4.99e-3</td>
<td>1.69</td>
<td>4.07e-2</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>4.79e-3</td>
<td>1.46</td>
<td>2.19e-2</td>
<td>1.04</td>
<td>1.55e-3</td>
<td>1.73</td>
<td>2.03e-2</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>1.74e-3</td>
<td>1.49</td>
<td>1.06e-2</td>
<td>1.03</td>
<td>4.66e-4</td>
<td>1.77</td>
<td>1.02e-2</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>6.21e-4</td>
<td>1.50</td>
<td>5.20e-3</td>
<td>1.02</td>
<td>1.37e-4</td>
<td>1.80</td>
<td>5.07e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>2.20e-4</td>
<td></td>
<td>2.58e-3</td>
<td></td>
<td>3.94e-5</td>
<td></td>
<td>2.44e-3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.14: $H^{-1}$ formulation, Example 5: solution $u^h$ on a locally refined grid with a finest resolution of $h = \frac{1}{128}$.
Table 6.6: $H^{-1}$ formulation, Example 5: convergence rates. Top section: uniform grid refinement. Bottom section: local grid refinement. Here, $N$ is the size of the finest element with $h = \frac{1}{N}$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>Nodes</th>
<th>$| \cdot |_{0, \Omega}^2$</th>
<th>$\alpha$</th>
<th>$\mathcal{G}$</th>
<th>$\alpha$</th>
<th>$\mathcal{G}_{\text{int}}$</th>
<th>$\alpha$</th>
<th>$\mathcal{G}_{\text{bdy}}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>25</td>
<td>1.33e-2</td>
<td>0.62</td>
<td>1.26e-2</td>
<td>1.08</td>
<td>3.41e-3</td>
<td>1.30</td>
<td>9.15e-3</td>
<td>1.01</td>
</tr>
<tr>
<td>8</td>
<td>66</td>
<td>8.66e-3</td>
<td>0.60</td>
<td>5.92e-3</td>
<td>1.07</td>
<td>1.38e-3</td>
<td>1.33</td>
<td>4.54e-3</td>
<td>1.01</td>
</tr>
<tr>
<td>16</td>
<td>289</td>
<td>5.72e-3</td>
<td>0.60</td>
<td>2.82e-3</td>
<td>1.05</td>
<td>5.50e-4</td>
<td>1.29</td>
<td>2.26e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>1089</td>
<td>3.70e-3</td>
<td>0.63</td>
<td>1.35e-3</td>
<td>1.03</td>
<td>2.25e-4</td>
<td>1.22</td>
<td>1.13e-3</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>4225</td>
<td>2.30e-3</td>
<td>0.69</td>
<td>6.61e-4</td>
<td>1.02</td>
<td>9.68e-5</td>
<td>1.13</td>
<td>5.64e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>16641</td>
<td>1.34e-3</td>
<td>0.78</td>
<td>3.26e-4</td>
<td>1.01</td>
<td>4.43e-5</td>
<td>1.06</td>
<td>2.82e-4</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>66049</td>
<td>7.32e-4</td>
<td>0.87</td>
<td>1.62e-4</td>
<td>1.01</td>
<td>2.13e-5</td>
<td>1.01</td>
<td>1.41e-4</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Figure 6.15: $H^{-1}$ formulation, Example 5: error versus nodes for locally refined and uniformly refined grids. $\bullet$ corresponds to uniform refinement and $\square$ to local refinement.
Figure 6.16: $H^{-1}$ formulation, Example 5: Node usage on the local grids compared with the uniform grid. Left: Direct comparison of the nodes used at each level. ● corresponds to uniform refinement and □ to local refinement. Right: ◊, direct ratio of nodes used on level $k$; ▼, ratio of the total number of locally refined nodes to the total number of uniform nodes up to level $k$; ▽, ratio of the total number of locally refined nodes up to level $k$ to the number of uniform nodes on level $k$. 
undershoots are small and disappear in an appropriate norm (the $L^2$ norm in our case) as the
grid is refined. The mechanism that controls the overshoots and undershoots in our schemes
is the LS minimization. Since the LS minimization approach extends naturally to systems of
equations and multiple dimensions, it can be expected that overshoots and undershoots remain
small.

The LSFEMs have many attractive properties despite lack of strict monotonicity, including
the natural error estimator and resulting SPD linear systems. The smearing at shocks is
one of the main shortcomings of LSFEMs. We illustrated one way to address this, namely, local
adaptive refinement based on the least-squares error estimator. We efficiently capture the shock
as shown in Figure 6.14. Convergence is maintained using a significantly smaller number of
nodes than for a uniform refinement of the grid.

The optimal convergence rate in the $L^2$-norm squared is $\alpha = 1.0$, i.e., $\|u - u^h\|_{L^2(\Omega)}^2 = \mathcal{O}(h)$. The convergence rate obtained with our schemes approaches optimality as the grid is refined
(see Tables 6.1, 6.2, 6.3, and 6.4). In Chapter 4, we observe that convergence rates improve
with the use of high-order elements, while overshoots and undershoots do not increase. This
suggests that the convergence order for the methods proposed in this section can be improved by
employing higher-order elements. The resulting higher-order LSFEM schemes are fully linear,
that is, nonlinear limiter functions do not need to be used, which make the higher-order LSFEM
schemes attractive for iterative solution methods. Thus, the use of higher-order elements seems
to be another viable approach to better resolving the discontinuity in a least-squares setting.

Our numerical results indicate that our LSFEMs converge to the entropy weak solution
of (6.1). This is an interesting result, since these schemes do not satisfy an exact discrete
conservation property in the sense of Lax-Wendroff [58], and because the entropy solution is
obtained without additional constraints. Our numerical experiments show that the correct
shock speed is obtained. We prove convergence for our finite element method in several steps.
In the next section, we prove that convergence of $u^h$ in the $L^2$ sense implies convergence to
a weak solution. This result is related to the Lax-Wendroff theorem for conservative finite
difference methods [58]. We also prove convergence of the LS functional, assuming that the Newton procedure succeeds in minimizing the functional on each grid level. In Section 6.4, we then argue that, with an appropriate choice of finite element spaces, we have an adequate amount of coercivity of the functional, resulting in convergence in $L^2$.

### 6.3 Weak Convergence Theory

In this section, we prove that if $u^h$ converges to a function, $\hat{u}$, in the $L_2$ sense as $h \to 0$ for our $H^{-1}$ LSFEM, then $\hat{u}$ is a weak solution of the conservation law. The assumption that $u^h$ converges to $\hat{u}$ is made plausible in the numerical results of Section 6.2 and in the heuristics developed in Section 6.4.

We first relate the definition of weak solution, Definition 6.1, to an $H^1$-like norm. Define the $H^{-1}_{0,\Gamma_{\partial\Omega}}$-norm of $\nabla \cdot \mathbf{F}(u)$ by

$$
\|\nabla \cdot \mathbf{F}(u)\|_{-1,\Gamma_{\partial\Omega}} = \sup_{\phi \in V} \left| \frac{-\langle \mathbf{F}(u), \nabla \phi \rangle_{\partial\Omega} - \langle \mathbf{n} \cdot \mathbf{F}(u), \phi \rangle_{\Gamma_L}}{\|\nabla \phi\|_{\partial\Omega}} \right| ,
$$

where $V$ is defined in (6.6). This norm is more general than the $\|\cdot\|_U$-norm in that weak boundary conditions are allowed. The following theorem relates the $H^{-1}$-norm to weak solutions:

**Theorem 6.17.** If

$$
\|\nabla \cdot \mathbf{F}(u)\|_{-1,\Gamma_{\partial\Omega}} = 0 \tag{6.92}
$$

and

$$
\|u - g\|_{0,\Gamma_L} = 0 \tag{6.93}
$$

Then $u$ is a weak solution of (6.1).
Proof. If \( \| \nabla \cdot \mathbf{F}(u) \|_{-1, \Gamma, \Omega} = 0 \) and \( \| u - g \|_{0, \Gamma} = 0 \), then, by (6.5), for all \( \psi \in V \), we have
\[
-\langle \mathbf{F}(u), \nabla \psi \rangle_{0, \Omega} + \langle \mathbf{n} \cdot \mathbf{F}(g), \psi \rangle_{0, \Gamma} = -\langle \mathbf{F}(u), \nabla \psi \rangle_{0, \Omega} + \langle \mathbf{n} \cdot (\mathbf{F}(g) - \mathbf{F}(u) + \mathbf{F}(u)), \psi \rangle_{0, \Gamma}
\]
\[
\leq -\langle \mathbf{F}(u), \nabla \psi \rangle_{0, \Omega} + \langle \mathbf{n} \cdot \mathbf{F}(u), \psi \rangle_{0, \Gamma}
\]
\[
+ \| \mathbf{n} \cdot (\mathbf{F}(g) - \mathbf{F}(u)) \|_{0, \Omega} \| \psi \|_{0, \Omega}
\]
\[
\leq \| \nabla \cdot \mathbf{F}(u) \|_{-1, \Gamma, \Omega} + K \| u - g \|_{0, \Omega} \| \psi \|_{0, \Omega}
\]
\[
= 0.
\]
(6.94)
Thus, according to Definition 6.1, \( u \) is a weak solution of (6.1).

Using approximation properties for appropriate finite element spaces, we can prove that for solutions of least-squares minimization problem (6.26) on successively refined grids, the functional goes to zero as the grid is refined. That is, if \( \Phi^h \) and \( \mathcal{U}^h \) satisfy approximation property (6.75), we can prove that \( \mathcal{G}(\phi^h, u^h; g) \to 0 \) as \( h \to 0 \), where \( (\phi^h, u^h) \) solves (6.26).

**Lemma 6.18.** Assume that there exists unique solution \((\phi, u) \in H^1(\Omega) \times H^{1-\varepsilon} \) to (6.25) for \( \varepsilon > 0 \). Let \((\phi^h, u^h) \in \Phi^h \times \mathcal{U}^h \) be the solution of least-squares minimization problem (6.26) and let \( \Phi^h \) and \( \mathcal{U}^h \) satisfy approximation property (6.75). Then nonlinear LS functional \( \mathcal{G}(\phi^h, u^h; g) \to 0 \) as \( h \to 0 \).

**Proof.** We have
\[
\mathcal{G}(\phi^h, u^h; g) \leq \mathcal{G}(\Pi^h \phi, \Pi^h u; g)
\]
\[
= \| \nabla^\perp \Pi^h \phi - \mathbf{F}(\Pi^h u) \|_{0, \Omega}^2
\]
\[
+ \| \mathbf{n} \cdot (\nabla^\perp \Pi^h \phi - \mathbf{F}(g)) \|_{0, \Gamma}^2 + \| \Pi^h u - g \|_{0, \Gamma}^2
\]
\[
= \| \nabla^\perp (\Pi^h \phi - \phi) - (\mathbf{F}(\Pi^h u) - \mathbf{F}(u)) \|_{0, \Omega}^2
\]
\[
+ \| \mathbf{n} \cdot (\nabla^\perp (\Pi^h \phi - \phi)) \|_{0, \Gamma}^2 + \| \Pi^h u - u \|_{0, \Gamma}^2
\]
\[
\leq \| \nabla^\perp (\Pi^h \phi - \phi) \|_{0, \Omega}^2 + K \| \Pi^h u - u \|_{0, \Omega}^2
\]
\[
+ \| \nabla^\perp (\Pi^h \phi - \phi) \|_{0, \Gamma}^2 + \| \Pi^h u - u \|_{0, \Gamma}^2
\]
\[
\leq c h^\beta,
\]
(6.95)
where \( \beta > 0 \) comes from approximation property (6.75). This shows that \( G(\phi^h, u^h; g) \to 0 \) as \( h \to 0 \), which completes the proof.

We can now state and prove the following weak convergence theorem.

**Theorem 6.19 (\( H^{-1} \) LSFM Weak Conservation).** Assume that there exists unique solution \((\phi, u) \in H^1(\Omega) \times H^{\frac{1}{2}-\varepsilon} \) to (6.25) for \( \varepsilon > 0 \). Let \((\phi^h, u^h) \in \Phi^h \times \mathcal{U}^H \) be the solution of LS minimization problem (6.26). If finite element approximation \( u^h \) converges to \( \tilde{u} \) in the \( L^2 \) sense as \( h \to 0 \), then \( \tilde{u} \) is a weak solution of (6.1). That is, if

\[
\| u^h - \tilde{u} \|_{0, \Omega} \to 0, \tag{6.96}
\]

\[
\| u^h - \tilde{u} \|_{0, \Gamma_I} \to 0, \tag{6.97}
\]

for some \( \tilde{u} \in L^2(\Omega) \), then \( \tilde{u} \) is a weak solution.

**Proof.** According to Theorem 6.17, it suffices to prove that

\[
\| \nabla \cdot F(\tilde{u}) \|_{-1, \Gamma_0, \Omega} = 0, \tag{6.98}
\]

\[
\| \tilde{u} - g \|_{0, \Gamma_I} = 0. \tag{6.99}
\]

This can be obtained as follows. From (6.91), we have

\[
\| \nabla \cdot F(\tilde{u}) \|_{-1, \Gamma_0, \Omega} = \sup_{\phi \in V} \left| \langle F(\tilde{u}), \nabla \phi \rangle_{0, \Omega} + \langle \nabla \cdot (F(\tilde{u}) + F(u^h), \phi \rangle_{0, \Gamma_I} \right| \frac{\| \nabla \phi \|_{0, \Omega}}{\| \nabla \phi \|_{0, \Omega}}, \tag{6.100}
\]

Adding and subtracting \( \nabla \phi^h \) and \( F(u^h) \) in the interior term results in

\[
\| \nabla \cdot F(\tilde{u}) \|_{-1, \Gamma_0, \Omega} = \sup_{\phi \in V} \left| \langle \nabla \cdot \phi^h + F(u^h) - \nabla \cdot \phi^h + F(\tilde{u}) - F(u^h), \nabla \phi \rangle_{0, \Omega} \right| \frac{\| \nabla \phi \|_{0, \Omega}}{\| \nabla \phi \|_{0, \Omega}} \tag{6.101}
\]

and, by Green’s Formula,

\[
\| \nabla \cdot F(\tilde{u}) \|_{-1, \Gamma_0, \Omega} = \sup_{\phi \in V} \left| \langle \nabla \cdot \phi^h, \phi \rangle_{0, \Omega} \right| \frac{\| \nabla \phi \|_{0, \Omega}}{\| \nabla \phi \|_{0, \Omega}} \tag{6.102}
\]

\[
\langle F(u^h) - \nabla \cdot \phi^h + F(\tilde{u}) - F(u^h), \nabla \phi \rangle_{0, \Omega} \frac{\| \nabla \phi \|_{0, \Omega}}{\| \nabla \phi \|_{0, \Omega}} \frac{\| \nabla \phi \|_{0, \Omega}}{\| \nabla \phi \|_{0, \Omega}}
\]

\[
+ \langle \nabla \cdot \phi^h, \phi \rangle_{0, \Gamma_I} + \frac{\langle \nabla \cdot F(\tilde{u}), \phi \rangle_{0, \Gamma_I}}{\| \nabla \phi \|_{0, \Omega}}.
\]
Since $\phi = 0$ on $\Gamma_O$ and $\nabla \cdot \nabla^\perp \phi = 0$, we have

$$\|\nabla \cdot F(u)\|_{-1,\Gamma_O,\Omega} = \sup_{\phi \in V} \left| -\langle F(u^h) - \nabla^\perp \phi^h, \nabla \phi \rangle_{0,\Omega} + \langle F(\bar{u}) - F(u^h), \nabla \phi \rangle_{0,\Omega} \right|$$

$$+ \frac{\langle \mathbf{n} \cdot (F(\bar{u}) - \nabla^\perp \phi^h), \phi \rangle_{0,r_i}}{\|\nabla \phi\|_{0,\Omega}}. \quad (6.103)$$

By adding and subtracting $F(u^h)$ and $F(g)$ in the boundary terms, this results in

$$\|\nabla \cdot F(\bar{u})\|_{-1,\Gamma_O,\Omega} = \sup_{\phi \in V} \left| -\langle F(u^h) - \nabla^\perp \phi^h, \nabla \phi \rangle_{0,\Omega} + \langle F(\bar{u}) - F(u^h), \nabla \phi \rangle_{0,\Omega} \right|$$

$$+ \frac{\langle \mathbf{n} \cdot (F(\bar{u}) - F(u^h) + F(u^h) - F(g) - \nabla^\perp \phi^h + F(g)), \phi \rangle_{0,r_i}}{\|\nabla \phi\|_{0,\Omega}}. \quad (6.104)$$

We now apply the generalized Cauchy-Schwarz inequality [2],

$$\langle \phi, \phi \rangle_{0,r} \leq \|\phi\| \|\phi\|_{\frac{1}{2}}, \quad (6.105)$$

to arrive at

$$\|\nabla \cdot F(\bar{u})\|_{-1,\Gamma_O,\Omega} \leq \sup_{\phi \in V} \left| \frac{\|F(u^h) - \nabla^\perp \phi^h\|}{\|\nabla \phi\|_{0,\Omega}} \|\nabla \phi\|_{0,\Omega} + \frac{\|F(\bar{u}) - F(u^h)\|}{\|\nabla \phi\|_{0,\Omega}} \|\nabla \phi\|_{0,\Omega} \right|$$

$$+ \frac{\|\mathbf{n} \cdot (F(\bar{u}) - F(u^h))\|_{-\frac{1}{2},r_i}}{\|\nabla \phi\|_{0,\Omega}} \|\phi\|_{\frac{1}{2},r_i}$$

$$+ \frac{\|\mathbf{n} \cdot (F(u^h) - F(g))\|_{-\frac{1}{2},r_i}}{\|\nabla \phi\|_{0,\Omega}} \|\phi\|_{\frac{1}{2},r_i}$$

$$+ \frac{\|\mathbf{n} \cdot (F(g) - \nabla^\perp \phi^h)\|_{-\frac{1}{2},r_i}}{\|\nabla \phi\|_{0,\Omega}} \|\phi\|_{\frac{1}{2},r_i} \quad (6.106)$$

Using the trace theorem on $H^1_{0,\Gamma_O,\Omega}$, we arrive at

$$\|\nabla \cdot F(\bar{u})\|_{-1,\Gamma_O,\Omega} \leq c \left( \|F(u^h) - \nabla^\perp \phi^h\| + \|F(\bar{u}) - F(u^h)\| \right)$$

$$+ \|\mathbf{n} \cdot (F(\bar{u}) - F(u^h))\|_{-\frac{1}{2},r_i} + \|\mathbf{n} \cdot (F(u^h) - F(g))\|_{-\frac{1}{2},r_i} \quad (6.107)$$

$$+ \|\mathbf{n} \cdot (F(g) - \nabla^\perp \phi^h)\|_{-\frac{1}{2},r_i}.$$
Since \( F \) is Lipschitz continuous in the interior and on the boundary, we find that

\[
\| \nabla \cdot F(\hat{u}) \|_{-1, \Gamma_0, \Omega} \leq c \left( \| F(\hat{u}) - \nabla^\perp \phi^h \| + \| \hat{u} - u^h \| \right)
\]

\[
+ \| \hat{u} - u^h \|_{-\frac{1}{2}, \Gamma_i} + \| u^h - g \|_{-\frac{1}{2}, \Gamma_i}
\]

\[
+ \| n \cdot F(g) - n \cdot \nabla^\perp \phi^h \|_{-\frac{1}{2}, \Gamma_i}
\]

(6.108)

for every \( \phi^h \in \Phi^h, u^h \in \mathcal{U}^h \). Recalling that \( G(\phi^h, u^h; g) \to 0 \), \( \| \hat{u} - u^h \|_{0, \Omega} \to 0 \), and \( \| \hat{u} - u^h \|_{0, \Gamma_i} \to 0 \), we arrive at

\[
\| \nabla \cdot F(\hat{u}) \|_{-1, \Gamma_0, \Omega} = 0.
\]

(6.109)

Similarly, we also have

\[
\| \hat{u} - g \|_{0, \Gamma_i} = \| \hat{u} - u^h + u^h - g \|_{0, \Gamma_i}
\]

\[
\leq \| \hat{u} - u^h \|_{0, \Gamma_i} + \| u^h - g \|_{0, \Gamma_i}
\]

(6.110)

for every \( \phi^h \in \Phi^h, u^h \in \mathcal{U}^h \), which yields \( \| \hat{u} - g \|_{0, \Gamma_i} = 0 \). This completes the proof.

A weak conservation theorem for the \( H(\text{div}) \) formulation, given by (6.20), is obtained in a similar way. We omit the details because the proofs are nearly identical.

**Lemma 6.20.** Let \((w^h, u^h)\) be the solution of least-squares minimization problem (6.29). Then nonlinear LS functional \( F(w^h, u^h; g) \to 0 \) as \( h \to 0 \).

**Proof.** The proof is analogous to the proof of Lemma 6.18.

Similar to Theorem 6.19, we have

**Theorem 6.21 (\( H(\text{div}) \) LSFEM Weak Conservation).** Let \((w^h, u^h)\) be the solution of LS minimization (6.29). If finite element approximation \( u^h \) converges to \( \hat{u} \) in the \( L^2 \) sense as \( h \to 0 \), then \( \hat{u} \in L^2(\Omega) \) is a weak solution of (6.1). That is, if

\[
\| u^h - \hat{u} \|_{0, \Omega} \to 0,
\]

(6.111)

\[
\| u^h - \hat{u} \|_{0, \Gamma_i} \to 0,
\]

(6.112)

for some \( \hat{u} \), then \( \hat{u} \) is a weak solution.
Proof. The proof is analogous to the proof of Lemma 6.19.

As discussed in Chapter 2, convergence of a numerical approximation does not necessarily imply that the approximation converges to a weak solution of the conservation law, (6.1). This was studied in depth for finite difference methods [62]. For non-conservative finite difference schemes, Hou and LeFloch [45] explained, in part, the deviation from the correct weak solution. The incorrect solution is found to be a solution to an inhomogeneous conservation law that contains a Borel source term. If the finite difference scheme has exact discrete conservation and if the scheme converges, then the theory of Lax and Wendroff [58] implies that the approximation converges to a weak solution. Since this result was established, the exact discrete conservation property has \textit{de facto} been considered a strong requirement for numerical schemes for hyperbolic conservation laws [62]. Numerical schemes that satisfy such an exact discrete conservation property have since been called \textbf{conservative schemes}. However, exact discrete conservation is only a \textbf{sufficient} condition to ensure convergence to a weak solution, not a \textbf{necessary} condition. Moreover, the application to finite element methods has not been fully detailed. In [1], it is shown, in the context of residual distribution finite element schemes, that exact discrete conservation need not be imposed strictly over the whole domain, but can be limited to regions of discontinuity using an adaptive quadrature procedure.

The $H(div)$ finite element method and the $H^{-1}$ method that we develop do not satisfy an exact discrete conservation property. This is verified numerically in Figure 6.6, which shows $\nabla \cdot w$ on a $32 \times 32$ grid. Even so, our numerical and theoretical results show that this method converges to a weak solution, in accordance with Theorems 6.19 and 6.21. This illustrates that the discrete conservation property of Lax-Wendroff is not a necessary condition for convergence to a weak solution. The exact discrete conservation requirement can be replaced by a minimization principle in a suitable continuous norm.

\textbf{Remark 6.22.} \textit{In a certain sense, the LSFEM we develop based on $H^{-1}$ formulation (6.22) does impose exact discrete conservation. Indeed, $\nabla \cdot \nabla^\perp \phi^h \equiv 0$ in the whole domain $\Omega$. Thus, in
In this section, we investigate convergence of the numerical approximation, $u^h$, in the $L^2$-norm. Section 6.3 focused on convergence to a weak solution, assuming that the method converges in $L^2$. We now show that it is plausible, with the appropriate selection of finite element spaces, for the least-squares numerical approximation to converge in $L^2(\Omega)$. First, an example with instabilities is presented. Oscillatory error is not reduced by the functional in this case. We then argue that, with compatible spaces, we achieve sufficient coercivity of the functional. We define space compatibility in Section 6.4.2. Finally, we present numerical evidence for the linear case that confirms our theoretical observations.

### 6.4.1 Oscillatory Example

For simplicity, consider the linear conservation law, where $F(u) = bu$, and assume $|b| = 1$. $H(div)$ formulation (6.20) becomes

$$
\nabla \cdot w = 0, \quad \text{in } \Omega, \quad (6.113a)
$$

$$
w = bu, \quad \text{in } \Omega, \quad (6.113b)
$$

$$
n \cdot w = n \cdot bg, \quad \text{on } \Gamma_I, \quad (6.113c)
$$

$$
u = g, \quad \text{on } \Gamma_I. \quad (6.113d)
$$

The associated least-squares functional is

$$
F(w, u; g) := \|\nabla \cdot w\|_{0, \Omega}^2 + \|w - bu\|_{0, \Omega}^2 + \|n \cdot (w - F(g))\|_{0, \Gamma_I}^2 + \|u - g\|_{0, \Gamma_I}^2. \quad (6.114)
$$

This leads to the following minimization problem: find $(w^*, u^*)$ such that

$$
(w^*, u^*) = \arg\min_{w \in L^2(\Omega), u \in H(div, \Omega)} F(w, u; g). \quad (6.115)
$$
If uniform coercivity of the associated bilinear form could be shown with respect to the graph norm, then we would automatically achieve convergence in $L^2$ and for any conforming finite element subspace. The functional is coercive if there exists constant $C$, independent of the grid size, such that

$$
\|u\|^2_{0,\Omega} + \|\nabla \cdot w\|^2_{0,\Omega} \\
\leq C \left( \|\nabla \cdot w\|^2_{0,\Omega} + \|w - bu\|^2_{0,\Omega} + \|n \cdot (w - F(g))\|^2_{0,\Gamma_1} + \|u - g\|^2_{0,\Gamma_1} \right) \quad (6.116)
$$

for all $u \in H^{1/2 - \varepsilon}(\Omega)$ and $w \in H(div, \Omega)$. We would then have that $\|u - u^h\|_{0,\Omega}$ converges when $\mathcal{F}(w^h, u^h; 0)$ converges.

However, functional (6.114) is not uniformly coercive. Consider the following example on a grid with mesh size $h$. Let $\Omega = [0,1]^2$ and $b = (1,0)$. Define

$$
\phi^h = \frac{h}{2\pi} x^2(1-x)^2 \sin^2 \left( \frac{\pi y}{h} \right), \quad (6.117a)
$$

$$
\begin{align*}
\nabla \cdot \phi^h &= \left( x^2(1-x)^2 \cos \left( \frac{\pi y}{h} \right) \sin \left( \frac{\pi y}{h} \right), \\
&\quad \frac{h}{\pi} x(2x^2 - 1) \sin^2 \left( \frac{\pi y}{h} \right) \right), \quad (6.117b)
\end{align*}
$$

$$
\begin{align*}
u^h &= \partial_y \phi^h = x^2(1-x)^2 \cos \left( \frac{\pi y}{h} \right) \sin \left( \frac{\pi y}{h} \right). \quad (6.117c)
\end{align*}
$$

It is easily verified that

$$
\|w^h\|^2_{0,\Omega} \geq \|u^h\|^2_{0,\Omega} \geq c_0 > 0 \quad (6.118)
$$

for some constant $c_0 \in \mathbb{R}^d$ independent of $h$, while

$$
\mathcal{F}(w^h, u^h; 0) \leq c_1 h^2. \quad (6.119)
$$

**Remark 6.23.** So far we have merely shown that $H(div, \Omega)$ is not compact in $L^2$. For this reason, we should then not expect uniform coercivity of our functional with respect to the graph norm.

Error components such as (6.117) can be found in a finite element space that is not chosen properly. That is, there are components that are small in the functional but are large in an $L^2$ sense. This is, indeed, the case if we choose standard Raviart-Thomas ($RT_0$) finite elements for
w and piecewise constants for u. Figure 6.17 verifies that this kind of oscillatory error dominates the solution, $u^h$, to Burger’s equation with $u = 1.0$ on the left and $u = 0.0$ on the bottom inflow boundaries (Example 5). Newton’s method fails to converge in this case and the oscillations continue to grow as the grid is refined. However, numerical results and further analysis show that, with a different set of finite element spaces, the highly oscillatory error is suppressed.

![Figure 6.17: Oscillatory error components dominate the solution to Burger’s equation for piecewise constant $u^h$. Solution $u^h$ is shown on a 32 × 32 grid.](image)

### 6.4.2 Compatible Finite Element Spaces

We begin by defining what is meant by compatible finite element spaces.

**Definition 6.24.** Let $(\phi^h, u^h) \in \Phi^h \times U^h$ be the finite element approximation to (6.26). Finite element spaces $\Phi^h$ and $U^h$ are defined to be **compatible** if there exists constants $c > 0$ and $\mu > 0$
such that

\[ c h^\mu \| u - a^h \|_{0, \Omega}^2 \leq G(\phi^h, u^h; 0), \]

(6.120)

and if

\[ \| u - u^h \|_{0, \Omega} \rightarrow 0, \]

(6.121)

\[ G(\phi^h, u^h; g) \rightarrow 0, \]

(6.122)

as \( h \rightarrow 0 \).

Remark 6.25. Compatibility is similarly defined for the \( H(\text{div}) \) problem, (6.29).

If finite element spaces are not chosen carefully (for example, bilinears for \( \phi^h \) and piecewise constants for \( u^h \)) then the functional may converge to zero while the \( L^2 \)-norm of the error does not. With a compatible set of finite elements spaces, which is explained in more detail below, sufficient coercivity can be obtained. We have confirmed this numerically in Section 6.2 for the \( H(\text{div}) \) formulation, using \( RT_0 \) for \( \mathbf{w} \) and continuous bilinear finite elements for \( u \). This was also true for the \( H^{-1} \) LSFEM using continuous bilinear finite elements for both \( \phi^h \) and \( u^h \). We now further motivate that convergence in \( L^2 \) occurs for these spaces by considering a heuristic analysis for grid-aligned flow.
Let \( T^h \) be a quadrilateral tessellation of \( \Omega \) and let

\[
\mathcal{U}^h = \text{the space of continuous piecewise bilinear finite elements with } u = 0 \text{ on } \Gamma_I \quad (6.123)
\]

\[
= \{ u \in C^0_{\Gamma_I}(\Omega) : u|_{\tau} \in \mathcal{P}_1(\tau), \forall \tau \in T^h \},
\]

\[
\mathcal{W}^h = RT_0 \text{ with } n \cdot w^h = 0 \text{ on } \Gamma_I \quad (6.124)
\]

\[
= \left\{ w^h \in \begin{pmatrix} \partial_y \phi^h \\ 0 \\ \partial_x \phi^h \end{pmatrix} : \phi^h \in \mathcal{U}^h, n \cdot w^h = 0, \text{ on } \Gamma_I \right\},
\]

\[
\mathcal{C}^h = \text{null-space of } \mathcal{W}^h \text{ under the divergence operator} \quad (6.125)
\]

\[
= \{ w^h \in \mathcal{W}^h : \nabla \cdot w^h = 0 \},
\]

\[
= \{ w^h \in \mathcal{W}^h : w^h = \nabla_{\perp} \phi^h \text{ for some } \phi^h \in \mathcal{U}^h \}
\]

\[
\mathcal{S}^h = \text{piecewise constant finite elements,} \quad (6.126)
\]

\[
= \{ s^h \in L^2(\Omega) : s^h|_{\tau} \in \mathcal{P}_0(\tau), \forall \tau \in T^h \}
\]

\[
\mathcal{C}^{h-L} = \mathcal{C}^h = \{ w^h \in \mathcal{W}^h : (w^h, c^h)_{0, \Omega} = 0, \forall c^h \in \mathcal{C}^h \}. \quad (6.127)
\]

The first step toward obtaining discrete coercivity is to show that, for \((w^h, u^h) \in \mathcal{W}^h \times \mathcal{U}^h\), we have

\[
K^h ||w^h||^2_{0, \Omega} \leq \mathcal{F}(w^h, u^h, 0), \quad (6.128)
\]

where \( K^h \in \mathbb{R}^d \) may depend on mesh size \( h \). To follow Definition 6.24, we write \( K^h = O(h^\delta) \), for some \( \delta > 0 \). If \( ch^\delta \leq K^h \), \( \mathcal{F}(w^h, u^h, 0) \leq ch^\delta \) and (6.128) holds, then \( ||u - u^h||^2_{0, \Omega} \leq ch^{\delta-\delta} \).

This is summarized in more detail in Theorem 6.26 at the end of the section.

Define weak gradient \( \nabla^h : \mathcal{W}^h \rightarrow \mathcal{S}^h \), which is injective up to a constant, by the following: given \( s^h \in \mathcal{S}^h \), let \( \nabla^h s^h \in \mathcal{C}^{h-L} \) such that

\[
(\nabla^h s^h, w^h)_{0, \Omega} = -(s^h, \nabla \cdot w^h)_{0, \Omega} \quad \forall w^h \in \mathcal{W}^h. \quad (6.129)
\]

Since \( w^h \in \mathcal{W}^h \), we use a discrete Helmholtz decomposition [13, 38]

\[
w^h = \nabla_{\perp} \phi^h + \nabla^h s^h, \quad (6.130)
\]

where \( \phi^h \in \mathcal{U}^h \) and \( s^h \in \mathcal{S}^h / \mathbb{R} \).
From a Poincaré inequality \[13\] on weak gradient \(\nabla^h\), let \(C\) be a constant such that

\[
\|q^h\|_{0,\Omega} \leq C\|\nabla^h q^h\|_{0,\Omega}, \forall q^h \in S^h/\mathbb{R}. \tag{6.130}
\]

Using (6.130), we then have that

\[
\|\nabla \cdot w^h\|_{0,\Omega} = \|\nabla \cdot \nabla^h s^h\|_{0,\Omega}
\]

\[
= \sup_{q^h \in S^h} \frac{|(\nabla \cdot \nabla^h s^h, q^h)_{0,\Omega}|}{\|q^h\|_{0,\Omega}}
\]

\[
= \sup_{q^h \in S^h} \frac{|(\nabla^h s^h, \nabla^h q^h)_{0,\Omega}|}{\|q^h\|_{0,\Omega}} \geq \frac{|(\nabla^h s^h, \nabla^h q^h)_{0,\Omega}|}{\|q^h\|_{0,\Omega}} \geq \frac{1}{C}\|\nabla^h s^h\|_{0,\Omega}. \tag{6.131}
\]

Using the triangle inequality results in

\[
\|\mathbf{b}u - (\nabla^h \phi^h + \nabla^h s^h)\|_{0,\Omega} \geq \|\mathbf{b}u - \nabla^h \phi^h\|_{0,\Omega} - \|\nabla^h s^h\|_{0,\Omega}. \tag{6.132}
\]

Squaring both sides, applying the triangle and epsilon inequalities, and adding \(\|\nabla \cdot w^h\|_{0,\Omega}^2\) results in

\[
\mathcal{F}(w^h, u^h, 0) \geq \frac{1}{2}\|\mathbf{b}u - \nabla^h \phi^h\|_{0,\Omega}^2 + C\|\nabla^h s^h\|_{0,\Omega}^2. \tag{6.133}
\]

Since

\[
\|w^h\|^2 = \|\nabla^h \phi^h + \nabla^h s^h\|_{0,\Omega}^2 = \|\nabla^h \phi^h\|_{0,\Omega}^2 + \|\nabla^h s^h\|_{0,\Omega}^2, \tag{6.134}
\]

we now only need to show that, for a given \(\phi^h \in \mathcal{U}^h\), there exists a \(K^h\) such that

\[
\inf_{w^h \in \mathcal{U}^h} \|\mathbf{b}u^h - \nabla^h \phi^h\|_{0,\Omega} \geq K^h\|\nabla^h \phi^h\|_{0,\Omega}, \forall \phi^h \in \Phi^h. \tag{6.135}
\]

This also shows convergence for \(H^{-1}\) least-squares method (6.26) since the functional in this case is

\[
\|\mathbf{b}u^h - \nabla^h \phi^h\|_{0,\Omega}, \tag{6.136}
\]

for finite element spaces with boundary conditions (6.22b-6.22c) enforced strongly.

As indicated above, uniform coercivity of the functional does not hold. That is, \(K^h\) cannot be a constant independent of the grid size \(h\) in

\[
\|\mathbf{b}u^h - \nabla^h \phi^h\|_{0,\Omega} \geq K^h\|\nabla^h \phi^h\|_{0,\Omega} \forall u^h \in \mathcal{U}^h. \tag{6.137}
\]
We thus look for a $K_h^\phi$ that varies as a function of $h$. With such a bound, convergence can be proved if the functional converges sufficiently faster than the $L^2$-norm required in (6.116).

We can write (6.135) as

$$\inf_{u^h \in U^h} \| u^h - b \cdot \nabla^h \phi^h \|_{0, \Omega}^2 + \| b^\perp \cdot \nabla^\perp \phi^h \|_{0, \Omega}^2 \geq K_h^\phi (\| b \cdot \nabla^h \phi^h \|_{0, \Omega}^2 + \| b^\perp \cdot \nabla^\perp \phi^h \|_{0, \Omega}^2),$$  

(6.138)

since $|b| = 1$.

We now show, for a specific flow, that $K_h = \mathcal{O}(h)$, and that this is sufficient coercivity in the sense discussed above. For grid-aligned flow with $b = (1, 0)$, we have $b^\perp = (0, -1)^T$, and (6.138) becomes

$$\inf_{u^h \in U^h} \| u^h - \partial_y \phi^h \|_{0, \Omega}^2 + \| \partial_x \phi^h \|_{0, \Omega}^2 \geq K_h^\phi (\| \partial_y \phi^h \|_{0, \Omega}^2 + \| \partial_x \phi^h \|_{0, \Omega}^2).$$  

(6.139)

We thus focus on finding $K_h^\phi$ such that

$$K_h^\phi = \inf_{u^h \in U^h} \frac{(u^h, u^h)_{0, \Omega} - 2(u^h, \partial_y \phi^h)_{0, \Omega} + (\partial_y \phi^h, \partial_y \phi^h)_{0, \Omega} + (\partial_x \phi^h, \partial_x \phi^h)_{0, \Omega}}{(\partial_y \phi^h, \partial_y \phi^h)_{0, \Omega} + (\partial_x \phi^h, \partial_x \phi^h)_{0, \Omega}}.$$

(6.140)

Let $\{\psi_j\}_{j=1}^N$ be the standard 1-D linear basis in each coordinate direction, where $N$ is the number of nodes in one direction, that are not located on the inflow boundary. Writing $u^h$ in terms of this basis we have

$$\phi^h = \sum_{i,j=1}^N \gamma_{i,j} \psi_i(x) \psi_j(y),$$

(6.141)

$$u^h = \sum_{i,j=1}^N \alpha_{i,j} \psi_i(x) \psi_j(y),$$

(6.142)

where $\gamma_{i,j}$ and $\alpha_{i,j}$ are unknown coefficients. Let $\triangleq$ be the equality that sets the $(i, j, k, l)$ component of the corresponding tensor. That is, $A \otimes B \triangleq c_{i,j,k,l} B_{k,l}$ means $A_{i,j} B_{k,l} = c_{i,j,k,l}$.
Define for $i, j, k, l = 1, \ldots, N$

\[ M_x \otimes M_y \triangleq (\psi_i \psi_j, \psi_k \psi_l)_{0, \Omega}, \quad (6.143) \]
\[ M_x \otimes D_y \triangleq (\psi_i \psi_j, \partial_y (\psi_k \psi_l))_{0, \Omega}, \quad (6.144) \]
\[ M_x \otimes D_{yy} \triangleq (\partial_y (\psi_i \psi_j), \partial_y (\psi_k \psi_l))_{0, \Omega}, \quad (6.145) \]
\[ M_y \otimes D_{xx} \triangleq (\partial_x (\psi_i \psi_j), \partial_x (\psi_k \psi_l))_{0, \Omega}, \quad (6.146) \]
\[ \gamma_x \otimes \gamma_y \triangleq \gamma_{i,k}, \quad (6.147) \]
\[ \alpha_x \otimes \alpha_y \triangleq \alpha_{i,k}, \quad (6.148) \]

where $\psi_i = \psi_i(x), \psi_j = \psi_j(y), \psi_k = \psi_k(x),$ and $\psi_l = \psi_l(y)$. Writing $\gamma = \gamma_x \otimes \gamma_y$ and $\alpha = \alpha_x \otimes \alpha_y$, (6.140) becomes

\[ K^h = \min_{\alpha} \frac{\langle M_x \otimes M_y \alpha, \alpha \rangle - 2 \langle M_x \otimes M_y \gamma, \gamma \rangle + \langle M_x \otimes M_y \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}{\langle M_x \otimes D_{yy} \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}, \quad (6.149) \]

where $\langle \cdot, \cdot \rangle = \langle \cdot, \cdot \rangle_{L^2}$, the discrete $L^2$ inner product. From minimization problem (6.149), for a given $\phi^h$, we have

\[ M_x \otimes M_y \alpha_x \otimes \alpha_y = M_x \otimes D_y \gamma_x \otimes \gamma_y. \quad (6.150) \]

This is essentially the weak form of the least-squares minimization problem. Substituting into (6.149), rearranging terms, and minimizing over all possible $\phi^h \in \mathcal{U}^h$, we arrive at

\[ K^h = \min_{\gamma} \frac{\langle D_{xx} \otimes M_y \gamma, \gamma \rangle + \langle M_x \otimes D_{yy} \gamma, \gamma \rangle - \langle M_x \otimes D_y \gamma, (M_x \otimes M_y)^{-1} M_x \otimes D_y \gamma \rangle - \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}{\langle M_x \otimes D_{yy} \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}, \quad (6.151) \]

which becomes

\[ K^h = \min_{\gamma} \frac{\langle M_x \otimes (D_{yy} - (M_x \otimes D_y)^T (M_x \otimes M_y)^{-1} (M_x \otimes D_y)) \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}{\langle M_x \otimes D_{yy} \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle} \]

\[ = \min_{\gamma} \frac{\langle M_x \otimes (D_{yy} - D_y^T M_y^{-1} D_y) \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}{\langle M_x \otimes D_{yy} \gamma, \gamma \rangle + \langle D_{xx} \otimes M_y \gamma, \gamma \rangle}. \quad (6.152) \]

Viewing (6.152) as a Rayleigh quotient, we find that $K^h$ is the minimum eigenvalue of the associated generalized eigenvalue problem. Since the eigenvalues and eigenvectors of $D_{xx}$ and $D_{yy}$ are known in closed form, we continue with a local mode analysis. The primary
difficulty in directly considering generalized eigenvalue problem (6.152) is that the eigenvalues of the composite tensors are not easily found in closed form. Using the technique of local mode analysis, however, we can investigate the effect of complicated terms such as

\[ M_x \otimes (D_{yy} - D_x^T M_y^{-1} D_y) . \]  

(6.153)

By assumption, we impose Dirichlet boundary conditions \( u^h = 0 \) and \( \phi^h = 0 \) directly on the finite element space on the inflow boundary. For ease of computation, we also impose these constraints on boundary \( x = 0 \) of domain \( \Omega = [0, 1]^2 \), although no boundary conditions are required since \( b = (1, 0) \). We then write \( M_y = M_x \), \( D_y = D_x \), and \( D_{yy} = D_{xx} \) explicitly as

\[ M_y = h \begin{bmatrix} 2 & 1 & 0 & 0 & \ldots & 0 \\ 1 & 2 & 1 & 0 & \vdots & \\ 0 & 1 & 2 & 1 & \vdots & \\ \vdots & & & & \ddots & \\ 0 & \vdots & & & & \\ 0 & \ldots & 0 & 1 & 1 \end{bmatrix} , \]  

(6.154)

\[ D_y = \begin{bmatrix} 0 & 1 & 0 & 0 & \ldots & 0 \\ -1 & 0 & 1 & 0 & \vdots & \\ 0 & -1 & 0 & 1 & \vdots & \\ \vdots & & & & \ddots & \\ 0 & \vdots & & & & \\ 0 & \ldots & 0 & -1 & 1 \end{bmatrix} , \]  

(6.155)

\[ D_{yy} = \frac{1}{h} \begin{bmatrix} 2 & -1 & 0 & 0 & \ldots & 0 \\ -1 & 2 & -1 & 0 & \vdots & \\ 0 & -1 & 2 & -1 & \vdots & \\ \vdots & & & & \ddots & \\ 0 & \vdots & & & & \\ 0 & \ldots & 0 & -1 & 1 \end{bmatrix} . \]  

(6.156)
The (1, 1) coefficients of \( M_y, D_y, \) and \( D_{yy} \) are the same as the diagonal entries since homogeneous Dirichlet boundary conditions are enforced on the left and bottom boundaries. Likewise, the last entry \((N, N)\) is adjusted in each of these matrices since no boundary conditions are imposed.

The eigenvectors \( v_{yy} \) of \( hD_{yy} \) are easily verified to be

\[
v_{yy}^{(j)} = \begin{bmatrix}
      \vdots \\
      \sin \left( \frac{j(2j-1)\pi}{2N} \right)
      \\
      \vdots
    \end{bmatrix},
\]

with corresponding eigenvalues

\[
\lambda^{(j)} = 2 - 2 \cos \left( \frac{(2j - 1)\pi}{2N} \right),
\]

where \( i, j = 1, \ldots, N \). Eigenvectors \( v_{xx} \) of \( hD_{xx} \) are similarly defined since \( D_{xx} = D_{yy} \).

Let \( \gamma_x \otimes \gamma_y = w_{xx}^{(j)} \otimes w_{yy}^{(k)} \), where

\[
w_{yy} = \sqrt{\frac{2}{N}} v_{yy}.
\]

The eigenvectors are rescaled to properly account for the mesh dependent weights on \( M_y \) and \( D_{yy} \). These scales cancel in the following computations, except when (6.153) is transformed into the eigenspace of \( D_{yy} \). We use \( j \) and \( k \) to index the spectrum in the \( x \) and \( y \)-directions, respectively. To simplify notation, we define

\[
m_x^{(j)} = (M_y v_{xx}^{(j)}, v_{xx}^{(j)}),
\]

\[
d_x^{(j)} = (D_{xx} v_{xx}^{(j)}, v_{xx}^{(j)}),
\]

\[
m_y^{(k)} = (M_y v_{yy}^{(k)}, v_{yy}^{(k)}),
\]

\[
d_y^{(k)} = (D_{yy} v_{yy}^{(k)}, v_{yy}^{(k)}).
\]

Substituting into (6.152) results in

\[
K^h = \min_{j,k} \frac{m_x^{(j)} \cdot v_y^{(k)} + d_x^{(j)} \cdot m_y^{(k)}}{m_x^{(j)} \cdot d_y^{(k)} + d_x^{(j)} \cdot m_y^{(k)}},
\]

where

\[
\nu_y^{(k)} = \text{diag} \left( v_{yy}^T (D_{yy} - D_y^T M_y^{-1} D_y) v_{yy} \right)
\]
and the columns of $v_{yy}$ are $v_{yy}^{(k)}$. Numerically, from mode analysis, we find

$$\min_k \nu_y^{(k)} = O(h^2). \quad (6.166)$$

The eigenvalues of matrices $M_x, D_{xx}, M_y, \text{ and } D_{yy}$ are known. Specifically, we can easily obtain
the following bounds:

$$\frac{1}{h} m_x^{(j)} \in \left[ \frac{1}{4}, 1 \right], \quad (6.167)$$

$$h d_x^{(j)} \in \left[ O(h^2), 4 \right], \quad (6.168)$$

$$\frac{1}{h} m_y^{(k)} \in \left[ \frac{1}{4}, 1 \right], \quad (6.169)$$

$$h d_y^{(k)} \in \left[ O(h^2), 4 \right]. \quad (6.170)$$

Together with (6.166), a proof by numerical computation yields

$$K^h = O(h). \quad (6.171)$$

This allows us to interpret the value in (6.164) for different frequencies as is done below. For
the matrices and eigenvectors defined above, Table 6.7 reports the rate at which $K^h$ in (6.164)
decreases between each grid level. We report grid sizes $N = 2^4, \ldots, 2^9$, where $h = \frac{1}{N}$. The

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>0.998</td>
</tr>
<tr>
<td>32</td>
<td>0.995</td>
</tr>
<tr>
<td>64</td>
<td>1.000</td>
</tr>
<tr>
<td>128</td>
<td>0.996</td>
</tr>
<tr>
<td>256</td>
<td>1.000</td>
</tr>
<tr>
<td>512</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: Rates $\sigma$, where $K^h = O(h^\sigma)$.

decrease in $K$ is much slower than $O(h^2)$, which means that the high-frequency error modes are
filtered out by a proper choice of finite element spaces. Figure 6.18 illustrates the quantity in
(6.164) over the spectrum for a grid with $N = 32$. Nearly identical plots can be obtained for
larger grid sizes. It is clear that the minimum occurs for low frequency modes in the cross-stream
$(k)$ and streamline $(j)$ directions. Moreover, in the high frequency regions, particularly in the streamline direction, the values are nearly constant, indicating that our functional maintains coercivity for highly oscillatory modes. In summary, we have obtained in this analysis that there exists constant $c > 0$, independent of $h$, such that

$$ ch\|
abla^k \phi^h\|^2 \leq \|b u^h - \nabla^k \phi^h\|^2_{0,\Omega}. \quad (6.172) $$

This implies that

$$ ch\|w^h\|^2 \leq \mathcal{F}(w^h, u^h, 0) \quad (\text{cf. (6.128)}). \quad (6.173) $$

With this result, we are able to relate the error, $u - u^h$, in the $L^2$-norm to the functional and prove convergence with some additional assumptions. This is summarized in the following theorem.

**Figure 6.18**: Spectral view of the quantity (6.164) with $N = 32$. The minimum value is $K$.

**Theorem 6.26** ($L^2$ Convergence of the $H^{-1}$ formulation). Let $U^h$ be a finite element space such that boundary conditions on $u$ and $\phi$ are directly imposed. Let $U^h_j$ be a nested sequence of
grids with $h_{j+1} = \frac{1}{2}h_j$. Let $(\phi_{*}^{h_j}, u_{*}^{h_j})$ be the solution to the minimization problem

$$
(\phi_{*}^{h_j}, u_{*}^{h_j}) = \arg\min_{\tilde{u}^{h_j} \in \mathcal{U}^{h_j}} \mathcal{G}(\tilde{\phi}^{h_j}, \tilde{u}^{h_j}; g)
$$

$$
= \arg\min_{\tilde{u}^{h_j} \in \mathcal{U}^{h_j}} \| \mathbf{b} u^{h_j} - \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega}
$$

Assume that there exists constant $c_0$ such that

$$
\mathcal{G}(\phi_{*}^{h_j}, u_{*}^{h_j}; g) \leq c_0 h_j^\beta.
$$

Let $(\phi^{h_j}, u^{h_j})$ satisfy (6.175) up to a constant. That is,

$$
\mathcal{G}(\phi^{h_j}, u^{h_j}; g) \leq c_0 \hat{c}_0 h_j^\beta
$$

(6.176)

for some $\hat{c}_1$ independent of $h_j$. Furthermore, assume there exists constant $c_1$ such that

$$
c_1 h_j^\delta \| \nabla^{h_j} (\phi^{h_j} - \phi) \|^2_{0,\Omega} \leq \min_{\tilde{u}^{h_j} \in \mathcal{U}^{h_j}} \| \mathbf{b} u^{h_j} - \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega}, \quad \forall \phi^{h_j} \in \mathcal{U}^{h_j}
$$

(6.177)

and that $\beta > \delta \geq 0$. Then

$$
\| u^{h_j} - u \| \leq c h_j^\mu,
$$

(6.178)

where $\mu \geq \beta - \delta > 0$ and $(\phi, u)$ is the solution to linear advection problem (6.113) with $w = \nabla^{h_j} \phi$.

Proof. We start by establishing a bound on $\| u^{h_j} \|_{0,\Omega}$ given (6.177). By the triangle inequality, we have

$$
\| u^{h_j} - u \|^2_{0,\Omega} \leq 2 (\| u^{h_j} - \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \| \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega})
$$

$$
\leq 2 (\| u^{h_j} - \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \| \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \| \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega})
$$

$$
= 2 (\| u^{h_j} - \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \| \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega}).
$$

(6.179)

Together with (6.177), we arrive at

$$
\| u^{h_j} - u \|^2_{0,\Omega} \leq 2 \left( \| u^{h_j} - \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \frac{1}{c_1 h_j^\beta} (\| u - \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega} + \| \mathbf{b} \cdot \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega}) \right)
$$

$$
\leq 2 \left( 1 + \frac{1}{c_1 h_j^\beta} \right) \| \mathbf{b} u^{h_j} - \nabla^{h_j} \phi^{h_j} \|^2_{0,\Omega}.
$$

(6.180)
From (6.176), we have
\[
\|u_{hj} - u\|_{0,\Omega}^2 \leq 2c_\alpha \tilde{c}_\alpha h^\beta \left(1 + \frac{1}{c_1 h_j^\delta}\right)
\]
\[
= ch^{\beta - \delta} = ch^\mu,
\]
which completes the proof.

6.4.3 Numerical Results

We now support the theoretical observations presented above with numerical evidence for the linear advection equation. We first illustrate the essence of Theorem 6.26 by considering an interpolant. Again, let \( \mathbf{F}(u) = \mathbf{b} u \), with \( \mathbf{b} = (1, 0) \). This simplifies the following heuristic reasoning, because a discontinuity on the left boundary is propagated only in the \( x \)-direction.

We are then left to study
\[
\|\partial_y \phi - u\|_0^2
\]
around the discontinuity. Let \( u \) be a discontinuous solution in 1-D, which is illustrated by the solid red line in Figure 6.19. Denote by \( \Pi^h u \) the linear interpolant of \( u \) with width \( \chi = ch^\sigma \), where \( \sigma \leq 1 \) and \( c \in \mathbb{R}^+ \) (dashed blue line in Figure 6.19). We choose a \( \Pi^h \phi \) piecewise linear such that \( \partial_y (\Pi^h \phi) \) is piecewise constant, which is shown as a dotted green line in Figure 6.19.

![Figure 6.19: Interpolants \( \Pi^h u \) and \( \partial_y (\Pi^h \phi) \) (dashed blue and dotted green, respectively) with width \( \chi = ch^\sigma \).](image-url)
We now show that the functional error dominates the \( L^2 \)-norm squared of the error. Let

\[
e_u = u - \Pi^h u, \tag{6.183}
\]

\[
e_\phi = \phi - \Pi^h \phi, \tag{6.184}
\]

be the error for the interpolants of the respective variables. It is then easily verified that

\[
\|e_u\|_{0,\Omega}^2 = \frac{ch^\sigma}{12}. \tag{6.185}
\]

With a width of \( \chi = ch^\sigma \), the number of elements within the interpolated shock region is approximately

\[
n_\chi = \lceil ch^{\sigma - 1} \rceil, \tag{6.186}
\]

where \( \lceil \cdot \rceil \) is the ceiling function. With this, we then know that there are \( n_\chi \) elements for which \( \Pi^h \phi \) is piecewise constant. We arrive at

\[
\mathcal{G}(e_u, e_\phi; g) \leq \| \nabla^t (\phi - \Pi^h \phi) - b(u - \Pi^h u) \|^2_{0,\Omega},
\]

\[
= \| \partial_y \Pi^h \phi - \Pi^h u \|^2_{0,\Omega} + \| \underbrace{\partial_x (\phi - \Pi^h \phi)}_{0} \|^2_{0,\Omega}
\]

\[
= n_\chi \| \partial_y \Pi^h \phi - \Pi^h u \|^2_{0,[0,h]}
\]

\[
= \frac{h^{2-\sigma}}{3c}.
\]

For example, if we choose \( \Phi^h \) to have width \( \chi = ch \), then the functional error is \( \mathcal{O}(h) \) and the \( L^2 \)-norm squared of the error is also \( \mathcal{O}(h) \). These are the rates we observe for the nonlinear problem, as shown in Tables 6.2, 6.3, 6.4, and 6.6. This indicates that, in the nonlinear problem, smearing of the shock in the numerical approximation is of width \( \mathcal{O}(h) \). If, on the other hand, we choose \( \Phi^h \) to have width \( \chi = ch^{\frac{1}{2}} \), then the heuristic closely matches the following constant advection example.

Example 9 (Constant Advection). We consider (4.1), where \( b = (\cos(\frac{x}{6}), \sin(\frac{x}{6})) \), which is divergence-free. The space-time flow domain is given by \( \Omega = [0,1] \times [0,1] \), with initial and
boundary conditions

\[ u(x, t) = \begin{cases} 
0.0 & \text{if } t = 0, \\
1.0 & \text{if } x = 0.
\end{cases} \]  

(6.188)

The solution of this problem contains a discontinuity propagating with speed \( s = \tan\left(\frac{\pi}{6}\right) \) from the origin, \((x, t) = (0, 0)\). The conserved quantity is \( u(x, t) = 1.0 \) to the left of the discontinuity and \( u(x, t) = 0.0 \) to the right (cf. Example 1).

Figure 6.20 shows an adaptively refined solution, similar to Figure 6.14. Solution quality closely resembles the profiles obtained for the least-squares formulations developed in Chapter 4. The convergence rates in Table 6.8 approach 0.5 for the \( L^2 \)-norm squared of the error, while the functional error converges at a rate of 1.5. Similar to the nonlinear example, the error in the locally refined solution is almost equal to the error magnitude of the uniformly refined approach.

Figure 6.20: \( H^{-1} \) formulation, Example 9: solution \( u^h \) on an adaptively refined grid with a finest resolution of \( h = \frac{1}{128} \).
<table>
<thead>
<tr>
<th>$N$</th>
<th>Nodes</th>
<th>$| \cdot |_{0, \Omega}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |_{U}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{V</em>{int}}^2$</th>
<th>$\alpha$</th>
<th>$| \cdot |<em>{V</em>{max}}^2$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>289</td>
<td>2.61e-02</td>
<td>0.47</td>
<td>1.02e-02</td>
<td>1.05</td>
<td>1.19e-03</td>
<td>1.51</td>
<td>9.04e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>1089</td>
<td>1.89e-02</td>
<td>0.47</td>
<td>4.93e-03</td>
<td>1.04</td>
<td>4.20e-04</td>
<td>1.52</td>
<td>4.52e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>4225</td>
<td>1.36e-02</td>
<td>0.46</td>
<td>2.40e-03</td>
<td>1.03</td>
<td>1.47e-04</td>
<td>1.52</td>
<td>2.26e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>16641</td>
<td>9.72e-03</td>
<td>0.48</td>
<td>1.18e-03</td>
<td>1.02</td>
<td>5.12e-05</td>
<td>1.52</td>
<td>1.13e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>66049</td>
<td>6.93e-03</td>
<td>0.48</td>
<td>5.82e-04</td>
<td>1.02</td>
<td>1.79e-05</td>
<td>1.52</td>
<td>5.64e-04</td>
<td>1.00</td>
</tr>
<tr>
<td>16</td>
<td>148</td>
<td>2.40e-02</td>
<td>0.42</td>
<td>1.03e-02</td>
<td>1.06</td>
<td>1.24e-03</td>
<td>1.54</td>
<td>9.04e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>32</td>
<td>428</td>
<td>1.80e-02</td>
<td>0.47</td>
<td>4.94e-03</td>
<td>1.04</td>
<td>4.27e-04</td>
<td>1.52</td>
<td>4.51e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>64</td>
<td>1303</td>
<td>1.31e-02</td>
<td>0.47</td>
<td>2.41e-03</td>
<td>1.03</td>
<td>1.49e-04</td>
<td>1.52</td>
<td>2.26e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>128</td>
<td>3937</td>
<td>9.33e-03</td>
<td>0.48</td>
<td>1.18e-03</td>
<td>1.02</td>
<td>5.21e-05</td>
<td>1.52</td>
<td>1.13e-03</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>12052</td>
<td>6.70e-03</td>
<td>0.48</td>
<td>5.82e-04</td>
<td>1.02</td>
<td>1.82e-05</td>
<td>1.52</td>
<td>5.64e-04</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 6.8: $H^{-1}$ formulation, Example 9: convergence rates. Top section, uniform grid refinement. Bottom section: adaptive grid refinement.

Letting smearing width $\chi = ch^{1/2}$ in the interpolation heuristic described above yields $O(h^{3/2})$ for the functional interpolation error and $O(h^{1/2})$ for the $L^2$-norm squared of the interpolation error. This agrees closely with the values in Table 6.8, indicating that the smearing width is $O(h^{1/2})$ for the linear advection problem. From the results in Table 6.8, we can also confirm Theorem 6.26. The gap of $O(h)$ found between the convergence rate of the functional error and the $L^2$-norm of the error in (6.173) precisely matches the numerical results in Table 6.8 and the gap following from the interpolant with shock width $\chi = ch^{1/2}$.

**Remark 6.27.** The values presented in Table 6.8 also agree with the convergence rates obtained in Section 4.5 for standard bilinear finite elements. It is conceivable that increasing the polynomial order for the $H^{-1}$ formulation improves the convergence rate in a similar fashion as in Section 4.5. With this, the functional error and $L^2$-norm squared of the error would both approach convergence rates of 1.0, resulting in less smearing with a width of $O(h)$, thus agreeing with the nonlinear results presented in this section.
Chapter 7

Concluding Remarks

The focus of this thesis has been on least-squares finite elements methods (LSFEMs) for hyperbolic partial differential equations (PDEs) in a multilevel context. Solutions containing contact discontinuities and shocks are difficult to resolve numerically because many methods yield approximations with spurious oscillations and excessive overshoots. Moreover, methods for approximating such solutions are often computationally expensive and fail to offer a satisfactory approach when considering the total cost and accuracy of the algorithm. We find the least-squares methodology to be a promising strategy that effectively addresses both of these concerns. The least-squares finite element method results in some smearing of the discontinuity that can be remedied by adaptive refinement without introducing further overshoots in the approximation. Adaptively refining the numerical solution is naturally facilitated by the least-square minimization principle. The LSFEM yields algebraic systems that are symmetric positive definite and that have been found to be efficiently handled by multigrid solution methods. We provide a theoretical footing and numerical evidence to validate the performance of the least-squares methods proposed for linear and nonlinear hyperbolic equations. Also, a detailed study of multigrid iterative methods is presented for the linear case.

7.1 Thesis Contributions

Chapter 4 considered linear hyperbolic PDEs and, in particular, a comprehensive study of the numerical approximation of discontinuous solutions. Existence and uniqueness of the
least-squares minimization problem was proved. A new discontinuous LSFEM was proposed that can be considered as a least-squares equivalent to popular discontinuous Galerkin (DG) methods for hyperbolic problems. We used nonconforming finite elements that allow jumps in the numerical approximation and thus more closely match the smoothness of the solution to the PDE. A thorough numerical study for constant and variable flow fields confirmed convergence of both LSFEMs. Numerical results showed improved convergence rates for the LSFEM and DLSFEM as the polynomial order of the finite elements increased. Per degree of freedom, the smearing in the numerical solution was reduced as the polynomial order increased, without introducing excessive oscillations. Our results indicated no apparent advantage in using the nonconforming LS method, which is interesting since DG has proved superior to the Streamline Upwind Petrov Galerkin (SUPG) method.

Chapter 5 initiated a study of multigrid for the algebraic systems resulting from the LSFEM studied in Chapter 4. Standard geometric multigrid methods were found to yield poor convergence due to the strong anisotropies in the problem. Thus, algebraic based methods were considered, namely the Ruge-Stüben Algebraic Multigrid (AMG) method. With the least-squares method proposed in Chapter 4, AMG was found to yield adequate performance. With modification of the PDE, the new LS formulation included boundary terms that allowed more efficient AMG solves. For constant advection, we obtained optimal AMG convergence. For problems with widely varying anisotropies, we found significant improvement with the new formulation and near-optimal performance of AMG, particularly when coupled with a preconditioned conjugate gradient (PCG) wrapper.

Finally, Chapter 6 investigated LSFEMs for nonlinear conservation laws. New formulations were introduced that enable numerical approximation in a Gauss-Newton setting. The solution to the associated LS minimization problems were shown to converge to the weak solution of the nonlinear conservation law. We argued that the methods are footed in an $H^{-1}$ Sobolev setting and, with appropriate choices of finite element spaces, convergence of the numerical approximation to the weak solution in an $L^2$ sense was shown. Numerically, we confirmed
these methods for Burger’s equation and optimal convergence was observed resolving a shock simulation with continuous finite elements. Correct weak solutions were found for the several examples containing shocks that we considered and the entropy solution was found for a rarefaction flow. Finally, we examined an adaptive approach in a grid continuation setting. The error in the adaptively refined approximation equaled the error in the uniform case, while using far fewer nodes. Moreover, the ratio of the number of nodes in the adaptive case to the uniform case was found to decrease with grid size.

7.2 Ongoing Work

Least-squares methods have only recently been gaining popularity for elliptic problems. Such methods for hyperbolic conservation laws are also slowly gaining acceptance as viable approaches. We exposed many possibilities in this dissertation for future development.

One direction of importance is to develop a firmer understanding of shock and discontinuity smearing. We have addressed this briefly in Chapters 4 and 6 and found that the smearing is reduced per degree of freedom with the use of higher order elements. Moreover, we observed less smearing in the case of nonlinear equations: \( O(h^{1/2}) \) versus \( O(h) \) for linear equations (Section 6.4). Convergence in regions both near to and far away from the discontinuity remains largely unstudied and a more thorough investigation is needed.

More robust AMG solvers need to be developed that more effectively handle widely varying anisotropies. We considered AMG for the linear problem and found satisfactory results for mildly varying flows. Preliminary findings also show that optimal solvers may be attainable for the nonlinear problem.

Finally, we are continuing to extend the theoretical assertions and generality of the methods proposed in Chapter 6. The convergence heuristics appear to hold for weak treatment of boundary conditions, which is important for the theoretical justification of the method. As we extend the methods to higher spatial dimensions and systems of equations, we also need to address the idea of compatible finite element spaces with a more general theory.
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Appendix A

Nonlinear Conservation Laws and Linearization

In this appendix, we investigate the linearizability of the nonlinear conservation law
\[ \nabla \cdot \mathbf{F}(u) = 0. \quad (A.1) \]
The formulation presented in Chapter 4, in the context of nonlinear conservation laws, is considered as well as the reformulations of Chapter 6. We discuss implications for the convergence of the Newton method.

A.1 1-D Scalar Function Example

Consider the 1-D scalar function
\[ f(x) = \begin{cases} 
  x^\alpha, & \text{if } x > 0, \\
  |x|^\alpha, & \text{if } x < 0,
\end{cases} \quad (A.2) \]
where \( \alpha \in (0, \frac{1}{2}) \). The solution to \( f(x) = 0 \) is clearly \( x^* = 0 \). Recall that the Newton method for solving the equation \( f(x) = 0 \) is given by
\[ x_{i+1} = x_i - \frac{f(x_i)}{f'(x_i)}. \quad (A.3) \]
In this case, we have \( f'(x) = \alpha|x|^{\alpha-1} \), which is unbounded at \( x^* = 0 \). The Newton iteration becomes
\[ x_{i+1} = x_i - \frac{x_i^\alpha}{\alpha|x_i|^{\alpha-1}} = (1 - \frac{1}{\alpha})x_i. \quad (A.4) \]
The iteration diverges since \(0 < \alpha < \frac{1}{2}\) and the quantity \(|(1 - \frac{1}{\alpha})| > 1\). Thus, if \(f'(x^*) \to \infty\), then the basin of attraction can be empty. This cannot happen when \(f'(x)\) is Lipschitz continuous in a neighborhood of \(x^*\), which is a typical assumption in convergence proofs for Newton’s method [32].

\[
\text{Figure A.1: Newton method applied to the problem } f(x) = 0.
\]

### A.2 Standard Scalar Conservation Law Operator

To solve

\[
\mathcal{L}(u) = \nabla \cdot F(u) = 0, \quad (A.5)
\]

we use Newton’s method given by

\[
\mathcal{L}(u_j) + d\mathcal{L}|_{u_j}[u_{j+1} - u_j] = 0, \quad (A.6)
\]

where \(d\mathcal{L}\) is the Fréchet derivative of \(\mathcal{L}\). The Fréchet derivative at \(u\) in the direction \(\hat{u}\) is

\[
d\mathcal{L}|_u[\hat{u}] = \lim_{\varepsilon \to 0} \frac{\mathcal{L}(u + \varepsilon \hat{u}) - \mathcal{L}(u)}{\varepsilon} = \nabla \cdot (dF|_u[\hat{u}]), \quad (A.7)
\]

**Proposition A.1.** The Fréchet derivative operator \(d\mathcal{L}|_u : H^{\frac{1}{2} - \varepsilon} \to L^2(\Omega)\) for (A.5), given by (A.7), is unbounded:

\[
\|d\mathcal{L}|_u\| = \infty, \quad (A.8)
\]
where $\| \cdot \|$ denotes the associated operator norm.

Proof. The operator norm squared is

$$
\|dL_u[\hat{u}]\|^2 = \sup_{\hat{u} \in H^{1-\varepsilon}, \|\hat{u}\|^{1-\varepsilon} = 1} \|dL_u[\hat{u}]\|_{0,\Omega}^2
$$

$$
= \sup_{\hat{u} \in H^{1-\varepsilon}, \|\hat{u}\|^{1-\varepsilon} = 1} \|\nabla \cdot (dF_u[\hat{u}])\|_{0,\Omega}^2
$$

$$
= \infty,
$$

(A.9)

since, in general, $dF_u[v] \notin H(div, \Omega)$ for $u, \hat{u} \in H^{1-\varepsilon}(\Omega)$. \hfill \Box

This observation implies that we may encounter problematic Newton convergence when applying the Newton procedure directly to the standard conservation law formulation. For example, define the least-squares functional

$$
\mathcal{H}(u; g) := \|\nabla \cdot F(u)\|_{0,\Omega}^2 + \|u - g\|_{0,\Gamma}^2,
$$

(A.10)

and formulate the minimization over a finite-dimensional subspace

$$
u_{h}^b = \arg\min_{v^b \in \mathcal{V}_h} \mathcal{H}(u; g),
$$

(A.11)

with bilinear elements on quadrilaterals. The least-squares approximation fails to converge for a discontinuous solution when $F(u)$ is nonlinear. We illustrate this difficulty with the Burger’s equation, with boundary data $u = 1$ on the left boundary and $u = 0$ on the right. Figure A.2 shows $u^h$ contours for the shock. The approximation is clearly not a weak solution and fails to resolve the shock, particularly at the inflow boundary. On each level, the Newton procedure converges, but to an incorrect solution. The $L_2$ error and the nonlinear functional fail to converge as the grid is refined. It is plausible that this behavior of the non-$H(div)$-conforming Gauss-Newton LSFEM is caused by the unboundedness of the Fréchet derivative. The method seems to converge to a spurious solution, which may be a spurious stationary point of the functional (A.10). It is interesting to note that the numerical approximation resembles a rarefied solution emanating from the outflow boundary.
It may be possible to obtain a convergent LSFEM for the functional \( \mathcal{H}(u;g) \) (A.10) by employing other nonlinear solution procedures than the Gauss-Newton method that do not rely on linearization and the Fréchet derivative. This remains the subject of further study.

Remark A.2. It is interesting to note that by adding numerical dissipation to the standard conservation law formulation, the unboundedness of the Fréchet derivative in the Newton procedure can be remedied. This may be the reason why convergence problems do not immediately show up when Newton methods are used for implicit schemes that rely on discretizations of (A.5) in which numerical dissipation is added. In the LSFEM presented here, numerical dissipation is not added, and the Newton convergence problem appears.

A.3 \( H^{-1} \) Reformulation of the Conservation Law

We now consider operator \( \mathcal{L}(\phi, u) \) of the form

\[
\nabla^\perp \phi - F(u) = 0.
\]

The Fréchet derivative at \((\phi, u)\) in the direction \((\hat{\phi}, \hat{u})\) is then

\[
d\mathcal{L}_{|_{(\phi, u)}}[(\hat{\phi}, \hat{u})] = \nabla^\perp \hat{\phi} - dF|_u[\hat{u}],
\]

(A.13)

Lemma A.3. The Fréchet derivative operator \( d\mathcal{L}_{|_{(\phi, u)}} : H^1(\Omega) \times L^2(\Omega) \to L^2(\Omega) \) for (A.12), given by (A.13), is bounded:

\[
\|\mathcal{L}_{|_{(\phi, u)}}\| = \sqrt{1 + K^2},
\]

(A.14)
where \( \| \cdot \| \) denotes the associated operator norm and \( K \) is the Lipschitz constant. That is, \( K \) satisfies
\[
|F_i(u_1) - F_i(u_2)| \leq K|u_1 - u_2|, \quad (A.15)
\]
for all \( u_1, u_2 \), and \( i = 1, 2 \), where \( F_i \) are the components of \( F \).

**Proof.** The operator norm squared becomes
\[
\|dL_{(\phi, u)}\|^2 = \sup_{\hat{\phi} \in H^1(\Omega), \hat{u} \in L^2(\Omega), \|\hat{\phi}\|_{H^1(\Omega)} + \|\hat{u}\|_{0, \Omega} = 1} \|dL_{(\phi, u)}[(\hat{\phi}, \hat{u})]\|^2_{0, \Omega}
\]
\[
= \sup_{\hat{\phi} \in H^1(\Omega), \hat{u} \in L^2(\Omega), \|\hat{\phi}\|_{H^1(\Omega)} + \|\hat{u}\|_{0, \Omega} = 1} \left(\|\nabla^2 \hat{\phi}\|_{0, \Omega}^2 + \|dF_u[\hat{u}]\|_{0, \Omega}^2\right)
\]
\[
\leq \sup_{\hat{\phi} \in H^1(\Omega), \hat{u} \in L^2(\Omega), \|\hat{\phi}\|_{H^1(\Omega)} + \|\hat{u}\|_{0, \Omega} = 1} \left(\|\hat{\phi}\|_{H^1(\Omega)}^2 + K^2\|\hat{u}\|_{0, \Omega}^2\right)
\]
\[
= 1 + K^2,
\]
where \( K \) is the Lipschitz constant. Here we have used
\[
|dF_u[\hat{u}]| \leq K|\hat{u}|, \quad \text{a.e..} \quad (A.17)
\]

This result indicates that, for this formulation, Newton’s method will not encounter the same difficulties as for the formulation presented above. This was indeed confirmed numerically in Section 6.2.

**A.4 \( H(div) \)-Conforming Reformulation of the Conservation Law**

Finally, for completeness, we consider operator \( L(w, u) \) of the form
\[
\nabla \cdot w = 0 \quad (A.18a)
\]
\[
w - F(u) = 0. \quad (A.18b)
\]
The Fréchet derivative at \((w, u)\) in the direction \((\hat{w}, \hat{u})\) is then

\[
dL|_{(w, u)}[(\hat{w}, \hat{u})] = \begin{bmatrix}
\nabla \cdot (\hat{w}) \\
\hat{w} - dF|_u[\hat{u}]
\end{bmatrix},
\]

(A.19)

**Lemma A.4.** The Fréchet derivative operator \(dL|_{(w, u)} : H(div, \Omega) \times L^2(\Omega) \to L^2(\Omega)\) for (A.18), given by (A.19), is bounded:

\[
||L||_u \leq \sqrt{1 + K^2}.
\]

(A.20)

**Proof.** The proof is analogous to the proof of Lemma A.3. \qed